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1 Introduction

At present, it is intensely discussed which type of experimental research methodologies should be used to improve the acceptance and quality of evolutionary algorithms (EAs). A broad spectrum of presentation techniques makes new results in evolutionary computation (EC) almost incomparable. Discussions and sessions related to this subject took part during the congress on evolutionary computation (CEC) and on the genetic and evolutionary computation conference (GECCO). In [1], Eiben and Jelasity list explicitly four problems, that result from this situation:

– the lack of a standardized test functions, or benchmark problems,
– the usage of different performance measures,
– the impreciseness of results, and therefore no clearly specified conclusions, and
– the lack of reproducibility of experiments.

EC shares these problems with other scientific disciplines. Solutions from these other disciplines, that have been successfully applied for many years, might be transferable to EC. Here we can mention: statistical design of experiments [2], design of computational experiments to test heuristics [3,4], experimental designs for simulation [5], or deterministic computer experiments [6].

We suggest to use techniques that are well known in statistics under the name design of experiments (DOE) for many decades. In our approach, an experiment consists of a problem and its related fitness function, an algorithm, and a quality criterion; we will use design of experiments, regression analysis, and generalized linear models, to improve algorithm performance. The main focus in this paper lies on natural problem classes: its elements are problems that are based on real-world optimization problems in contrast to artificial problem classes [1].

Thus, the approach presented here might be interesting for optimization practitioners that are confronted with a complex real-world optimization problem in a situation where only few preliminary investigations are possible to find good parameter settings [7,8]. Kleijnen and Pala describe a competition, organized by the Business Section of the Netherlands Society for Statistics and Operation
Research: Only 32 runs are permitted to obtain the maximum output for a given simulation model by selecting the best combination of six inputs [9]. Furthermore, DOE is applicable a priory to tune different parameter settings of two algorithms to provide a fair comparison.

The approach presented here can be used to solve the following tasks:

**Investigation:** Analyzing and tuning models and optimization criteria; i.e., what are important parameters, what should be optimized?

**Comparison:** Comparing the performance of competing stochastic search algorithms such as evolutionary algorithms, simulated annealing etc.

**Conjectures:** Understanding, further research, based on statistics and visualization techniques

**Quality:** Improving the robustness of simulation runs.

Additionally, these methods can be used in other contexts to improve the optimization runs, i.e., to generate systematically feasible starting points that are better than randomly generated initial points. Our approach has to be distinguished from the following approaches:

1. Classical design of experiments as used in industrial optimization and computer experiments. Although experimental design is a sub-discipline within mathematical statistics, its techniques must be adapted if applied to simulation models: Stochastic simulation as introduced in Eq. 3 uses pseudorandom numbers. Since common or antithetic seeds can be used, the simulation practitioner has much more control over the noise in the experiments [8]. Randomness is replaced by pseudorandomness. Therefore, we can control the source of variability. The different simulation runs for one specific factor combination can be performed under exactly the same conditions. Blocking and randomization, important techniques to reduce the systematic influence of different experimental conditions, are unnecessary in simulation. The random number seed is the only random element in a random simulation model.

2. The Meta-EA approach, i.e., [10, 11], might locate good parameter sets without providing much insight as how sensitive performance is to parameter changes.

3. Schaffer’s study of control parameters of GAs [12]. Schaffer proposes a complete factorial design experiment that requires 8,400 run configurations; each configuration was run to 10,000 fitness function evaluations. In contrast to this, we propose an approach that requires a small amount of fitness function evaluations only. Furthermore, our approach takes the underlying problem instance into account and does not draw any conclusions that are problem independent.

4. In contrast to Eiben et al. [13], our approach is based on parameter tuning, and not on parameter control. Parameter control deals with parameter values that are changed during the optimization run. The assumption that specific problems require specific EA parameter settings is common to both approaches [14].
5. Considering the exemplary study of simulated annealing by David Johnson's group [15, 16], our approach is related to the discipline experimental algorithms [17]. Thus it can be added to the category "assessment of heuristics" as classified in [18]. But in contrast to approaches from experimental algorithms, that provide methodologies for the design, implementation, and performance analysis of computer programs for solving algorithmic problems, our goal is to provide methods for very complex real-world problems.

6. Empirical modeling of genetic algorithms as presented by Myers and Hancock [19]. Their methodology has a different goal than our approach: we are trying to tune an evolutionary algorithm with the fewest amount of experiments, whereas Myers and Hancock's approach requires 129,600 program runs.

7. François and Lavergne demonstrate the applicability of generalized linear models to design evolutionary algorithms [20]. This approach is similar to [19]. Again, data sets of size 1,000 or even more are necessary, although only a simplified evolutionary algorithm with two parameters (Moses) is designed.

8. Sacks et al. model the deterministic output of a computer experiment as the realization of a stochastic process [6]. This approach differs significantly from our approach, the same applies to design and analysis of computer experiment (DACE) methods [21].

Despite of the differences mentioned above, it might be beneficial to adapt some of these well-established ideas from other fields of research to improve the acceptance and quality of evolutionary algorithms.

This paper is structured as follows: section 2 describes how evolutionary algorithms can be treated as experiments. Evolution strategies (ES), as a special class of evolutionary algorithms, and their parameterizations are introduced in this section. How stochastic optimizers for complex real-world problems can be compared is discussed in Sec. 3. DOE methods that are used to perform a comparison of different simulation run configurations are presented in Section 5. Finally, section 6 introduces the DOE-software package JEA and gives some constructive examples.

The main contribution of this paper is to propose an answer to the complex question: how to determine strategy-parameters for search algorithms that are suitable to optimize efficiently and effectively real-world optimization problems? Since the solution to this question requires the determination of a adequate performance measure for algorithms, we are able to provide a partial answer to the problems mentioned by Eiben and Jelasity.

2 Evolutionary Algorithms

2.1 EA as Experiments

The popularity of evolutionary algorithms has constantly increased in the last decades, but there are many degrees of freedom when starting an optimization run. The optimization of real-world problems requires good initial strategy-parameters, since many real-world problems need high-dimensional inputs and
Table 1. Fractional factorial $2^{10-2}$ design. This design was used in [22] to tune a multi criteria evolutionary algorithm for airfoil design optimization. The first column shows the run configuration. Capital letters (A,B,C) and their combinations denote population size, offspring-parent ratio, selection mechanism (age), and recombination operators respectively. Columns 7 to 11 translates the DOE factor representation into the corresponding ES parameter values, cp. Tab. 2. The remaining columns present results $y_i$ from 5 simulation runs with different random seeds $r_o$.

<table>
<thead>
<tr>
<th>$p_i$</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D = E =</th>
<th>$\mu$</th>
<th>$\kappa$</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$y_3$</th>
<th>$y_4$</th>
<th>$y_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>2</td>
<td>2</td>
<td>GI</td>
<td>.0</td>
<td>.97</td>
<td>.07</td>
<td>.97</td>
<td>.96</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>GD</td>
<td>.06</td>
<td>.0</td>
<td>.07</td>
<td>.7</td>
<td>.09</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>2</td>
<td>5</td>
<td>GI</td>
<td>.0</td>
<td>.0</td>
<td>.0</td>
<td>.16</td>
<td>.0</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>5</td>
<td>GI</td>
<td>.18</td>
<td>.25</td>
<td>.47</td>
<td>.14</td>
<td>.33</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>GI</td>
<td>.09</td>
<td>.19</td>
<td>.08</td>
<td>.1</td>
<td>.01</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>GD</td>
<td>.11</td>
<td>.17</td>
<td>.2</td>
<td>.1</td>
<td>.15</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>5</td>
<td>GD</td>
<td>.18</td>
<td>.0</td>
<td>.04</td>
<td>.21</td>
<td>.45</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>5</td>
<td>GD</td>
<td>.38</td>
<td>.41</td>
<td>.01</td>
<td>.24</td>
<td>.21</td>
</tr>
</tbody>
</table>

are computationally expensive. Therefore only few optimization runs are possible, that should be performed with ‘good’ strategy parameters. Optimization practitioners are interested in the development of models to perform the optimization with a minimum amount of simulation runs. DOE techniques can be applied to optimization algorithms such as evolutionary algorithms, considering the run of an algorithm as an experiment, gaining insightful conclusions into the behavior of the algorithm and the interaction and significance of its parameters. The first two steps in this analysis are called screening and modeling. In a third step, we can use RSM to improve significant parameter settings (optimization). Therefore, DOE methods, combined with response surface methods, might lead to an improved EA design. From the viewpoint of an experimenter, factors can be defined as parameters, variables, and behavioral relationships that can be changed during an experiment. How factors can be interpreted from a statistical point of view will be discussed in Sec. 5.

Generally, there are two different factors that influence the behavior of an optimization algorithm: problem specific factors, i.e. the fitness function, and algorithm specific factors, i.e. the population size. Latter can be divided into endogenous and exogenous factors. Exogenous factors, or ‘exogenous strategy parameters’ as they are called in [23], are kept constant during the optimization run, whereas endogenous strategy parameters, i.e. step-widths, are modified by the algorithms during the run.

2.2 Evolution Strategies: Algorithm Specific Factors

The methodology presented in this paper leads to results that are tailored for one specific algorithm-optimization combination. It is transferable to any kind
of EA design or even any parameterizable search stochastic algorithm such as simulated annealing, tabu search or genetic algorithms. To give an example, we will analyze evolution strategies. Evolution strategies build a special class of EAs. Beyer and Schwefel provide a comprehensive introduction to evolution strategies [23].

An ES-algorithm run can be described briefly as follows (see Fig. 1): The parental population is initialized at time (generation) \( t = 0 \). \( \lambda \) offsprings are generated in the following manner: a parent family of size \( \rho \) is selected randomly from the parent population. Recombination is applied to the object variables and the strategy parameters. The mutation operator is applied to the resulting offspring vector. Selection is performed to generate the next parent population. A termination criterion is tested. If this criterion is not fulfilled, the generation counter \( (t) \) is incremented and the process continues with the generation of the next offspring generation.
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**Fig. 1.** Evolutionary algorithms.

In the following, we extend the classical \((\mu/\rho + \lambda)\) ES notation to an experimental design vector representation. We consider the following eleven parameters or control variables:

1. Number of parent individuals: \( \mu \)
2. Number of offspring individuals: \( \lambda \). Based on \( \mu \) and \( \lambda \), we can define the offspring-parent ratio: \( \nu = \lambda/\mu \).
3. Selection mechanism: Plus-strategies \((\mu + \lambda)\), and comma-strategies \((\mu, \lambda)\) can be generalized by introducing the parameter \( \kappa \) that defines the maximum
age (in generations) of an individual. If $\kappa$ is set to 1, we obtain the comma-strategy; if $\kappa$ equals $+\infty$, we model the plus-strategy. This representation will be used throughout the rest of this article.

4. Number of standard deviations: $\nu_{\sigma}$
5. Global mutation parameter: $\tau_0$
6. Individual mutation parameter: $\tau_i$
7. Mixing number: $\rho$, the size of the parent family that is chosen from the parent pool of size $\mu$ to create $\lambda$ offsprings.
8. Recombination operator for object variables: $R_1$. We consider global intermediate GI, global discrete GD, local intermediate LI, and local discrete LD recombination. Discrete (dominant) recombination is recommended for the object variables.
9. Recombination operator for strategy variables: $R_2$. Beyer and Schwefel recommend intermediate recombination to reduce large fluctuations in the evolutionary dynamics [23].
10. Random seed: $r_0$
11. Total number of iterations: $N_{\text{tot}}$

The following vector notation provides a very compact description of an ES parameter design [23, 24]:

$$p_{\text{ES}} = (f, \nu, \kappa, \nu_{\sigma}, \tau_0, \tau_i, \rho, R_1, R_2, r_0, N_{\text{tot}})'$$  \hspace{1cm} (1)

This representation will be used throughout the rest of this article and is summarized in Tab. 2, which also shows typical parameter settings. The exogenous strategy parameters are kept constant during one optimization run. They are summarized in Table 2. A vector notation can be used for the optimization and problem specific parameters such as the fitness function $f$, the problem dimension $D$, the number of repeats for each scenario $N_{\text{exp}}$ etc.

$$d = (f, D, n_{\text{max}}, N_{\text{exp}}, N_{\text{repeat}}, \ldots)'$$  \hspace{1cm} (2)

A simulation run configuration consists of the problem specific design configuration, e.g. represented by $d$ as shown in Eq. 2 and the parameter design configuration $p$, e.g. as shown in Eq. 1.

In the next section, we will discuss how different algorithms can be compared. Based on these considerations we are able to apply DOE methods to improve the behavior of the ES for a given optimization configuration. This task can be interpreted as the determination of optimal values of $p^*$ for a given problem design $d$ or as an analysis of a regression meta-model [25].

3 Comparing Stochastic Optimizers

3.1 Performance Measures

Before we can compare two algorithms, we have to specify a concrete measure for their comparison. Unfortunately, there are nearly as many different measures
Table 2. DOE parameter for ES.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Typical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>number of parent individuals</td>
<td>10...100</td>
</tr>
<tr>
<td>$\nu = \lambda/\mu$</td>
<td>offspring-parent ratio</td>
<td>5...7</td>
</tr>
<tr>
<td>$n_r$</td>
<td>number of standard deviations</td>
<td>$1...D$</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>global mutation parameter</td>
<td>$1/\sqrt{2D}$</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>individual mutation parameter</td>
<td>$1/2D$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>age</td>
<td>1...\infty</td>
</tr>
<tr>
<td>$\rho$</td>
<td>mixing number</td>
<td>2</td>
</tr>
<tr>
<td>$R_1$</td>
<td>recombination operator for object</td>
<td>(discrete)</td>
</tr>
<tr>
<td></td>
<td>variables</td>
<td></td>
</tr>
<tr>
<td>$R_2$</td>
<td>recombination operator for strategy</td>
<td>(intermediate)</td>
</tr>
<tr>
<td></td>
<td>variables</td>
<td></td>
</tr>
<tr>
<td>$N_{tot}$</td>
<td>total number of fitness function evaluations</td>
<td>$5 \cdot 10^3$</td>
</tr>
</tbody>
</table>

for the goodness of an algorithm as optimization algorithms, i.e., the quality of the best solution, the percentage of runs terminated successfully, the number of iterations or time steps required to obtain the results, the robustness of the algorithm, or the distance between the best and easily found solutions. The performance measure under consideration should make the comparison well-defined, algorithmic, reproducible and fair. A good overview over the experimental analysis of algorithms is given in [26]. To demonstrate that there is no canonical measure, we will list some typical measures:

- The mean best fitness can be defined as the average value of the best fitness values found at termination for one specific run configuration. Considering the quality of the best solution, it is a common practice to show a graph of the solution quality versus time. A model based on this measure will be discussed in Sec. 5.6.

- If the optimal solution is known, the percentage of run configurations terminated successfully (success rate) can be used to measure the performance of an algorithm [27]. Eiben et al. discuss the relationship between success rate and mean best fitness [1]. We will present a model based on the success rate in Sec. 5.6.

- Schafer proposes the following technique to determine the number of fitness function evaluations at which to compare different optimization algorithms: choose a point at which some, but not all run configurations, are doing well. ‘Doing well’ is defined as at least 10% of the run configurations located the optimum at least 50% of the time [12].

- Time-dependent measures such as the performance profile can be used to measure the computational effort [28]. A measure to determine the quality-effort relationship can be defined as the ratio of time to produce a solution within 5 percent of the best-found solution value $t_{0.05}$ to the time to produce that best value $t_{best}$ [29]: $r_{0.05} = t_{0.05}/t_{best}$. Since running-times depend on
the computer system, measures of computational effort might be advantageous. Counting operations, especially for major subtasks such as fitness function calls can be mentioned in this context explicitly. The performance ratio and the performance profile can be based on the number of function evaluations.

- Robustness can be defined as a good performance over a wide range of instances of one test problem or even over a wide range of different test problems.
- To measure the algorithm speed, the average number of evaluations to a solution can be used. For runs finding no solutions, the maximum number of evaluations can be used.
- Barr and Hickman discuss performance measures for parallel algorithms [3].

**Selection of Measures** We will consider the quality of the best solution found during an optimization run as a performance measure and propose two different approaches:

The first approach is based on the performance values found during the run, whereas the second approach interprets the outcome of an experiment as a proportion. In the second approach, the success rate is used to analyze a binomial model. This will lead to logistic regression models.

Since many optimization runs produce experimental results that do not follow a Gaussian distribution, our conclusions will be based on generalized linear models (GLMs). On the other hand, if the performance results are Gaussian, or can be easily transformed to Gaussian distributed values, classical analysis of variance (ANOVA) or regression model can be recommended.

4 Test functions

Although the no free lunch theorem (NFL) for search states that there does not exist any algorithm that is better than another over all possible instances of optimization problems, this result does not imply that we should not compare one algorithm to another. Keeping in mind that we are considering problems of practical interest, the reader may refer to the discussion in [30,31].

5 Analysis: Design of Experiments

5.1 Experiments

As we have classified important parameters of evolution strategies in Sec. 2, and defined a measure for their comparison in Sec. 3, we can conduct experiments to assess the significance of single parameters such as population size or selective pressure. We should keep in mind that simulation runs are treated as experiments; we begin by formulating a hypothesis, then set up experiments to gather data that do verify or falsify this hypothesis. We will use guidelines from experimental algorithmics in our experimental studies [18]:
1. State a clear set of objectives; formulate the question as a hypothesis.
2. After an experimental design is selected, simply gather data. Do not modify the hypothesis until all data have been collected.
3. Analyze the data to test the hypothesis stated above.
4. In the next cycle of experimentation a new hypothesis can be tested.

5.2 How to choose exogenous parameters
Evolutionary algorithms and many other related algorithms such as simulated annealing [32] or tabu search [33]; require the determination of exogenous parameter settings before the optimization run is performed. Thus, the choice of an adequate exogenous parameter setting is based on expert knowledge. Johnson suggests to explain the corresponding adjustment process in detail, and therefore to include the time for the adjustment in all reported running times to avoid a serious underestimate [26]. An important step to make this procedure more transparent and more objective is to use DOE techniques; they provide an algorithmical procedure to tune the exogenous parameter settings for the algorithms under consideration before the complex real-world optimization task is optimized or two algorithms are compared.

Besides the improved performance of an algorithm, fine-tuning of exogenous parameters might reveal information about its robustness. This may lead to new insights in the role of the offspring-parent ratio \( \nu \), or the relationship between recombination and mutation operator. Experimental design provides an excellent way of deciding which simulation runs should be performed so that the desired information can be obtained with the least amount of experiments [34,35,7,25,36].

5.3 Basic DOE Terminology
The input parameters and structural assumptions, that define a simulation model are called factors; the output value(s) are called response(s). The different values of parameters are called levels. Levels can be qualitative, i.e. selection scheme, or quantitative, i.e. population size. An experimental design is a set of factor level combinations. Kleijnen defines DOE as "the selection of combinations of factor levels that will be simulated in an experiment with the simulation model"[37].

One parameter design setting, cp. Eq. 1, is run for different pseudo-random number settings, resulting in replicated outputs. We will discuss linear regression models and their extensions, the so-called generalized linear models [38,39].

5.4 Linear Regression Models
Generally, a simulation model can be represented as follows:

\[
y = f_1(z_1, \ldots, z_k, n_0),
\]

where \( f_1 \) is a mathematical function, e.g. \( f_1 : \mathbb{R}^{k+1} \rightarrow \mathbb{R} \): Given the values of the argument \( z_i \) and the random number seed \( n_0 \), the simulation program yields
exactly one value. The Taylor series expansion yields the first order approximation \( y = f_2 = \sum_{k=0}^{k} \beta_k z_k \). The last equation is the basis for regression models based on simulation data. Our goal is to use least square methods to estimate the linear model \( y = X\beta + \epsilon \), where the \( y \) denotes a column vector with the \( n \) responses, \( \epsilon \) is the vector of \( n \) error terms, and \( \beta \) denotes the vector with \( q \) parameters \( \beta_j \) (\( n \geq q \)). The error term \( \epsilon \) has expectation \( E(\epsilon) = 0 \) and variance \( V(\epsilon) = \sigma^2 \). \( X \) is the \((n \times q)\) matrix of independent regression variables, \( x_0 \) is the dummy variable equal to \( 1 \), the remaining \( q-1 \) variables correspond to the simulation parameters \( z \). Therefore, we obtain the \((n \times q)\) regression matrix

\[
X = \begin{pmatrix}
1 & x_{11} & x_{12} & \cdots & x_{1,q-1} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & x_{n1} & x_{n2} & \cdots & x_{n,q-1}
\end{pmatrix}
\]  

(4)

Experimental settings (designs), where the regression matrix \( X \) satisfies \( XX^T = nI \), are called orthogonal. In the following, we will consider orthogonal designs with two factors for each level \((2^k \text{ factorial designs} \text{ and } 2^{k-p} \text{ fractional factorial designs})\), and orthogonal design where center points are added to the \(2^k\) design (central composite designs). A variable \( x \) is called standardized, if \( x \) ranges between \(-1\) and \(+1\). The original variables with range \([l, h]\) can be standardized using the linear transformation \( x = a + bx \) with \( a = (l + h)/2 \) and \( b = (l - h)/2 \). Thus, the entry \(-1\) in the regression matrix denotes a factor at its low level, and \(+1\) a factor at its high level. The intuitive definition of a main effect of a factor is the change in the response produced by the change in the level of that factor averaged over the levels of the other factors, whereas the interaction effect \( AB \) of factor \( A \) and factor \( B \) is the average difference between the effect of \( A \) at the high level of \( B \) and the effect of \( A \) at the low level of \( B \).

5.5 Tuning

Generally, we suggest the following three-stage approach: Screening – Modeling – Optimization.

1. Screening: Screening considers only the main effects and no interactions. Therefore, we recommend fractional-factorial \(2^{k-p}\) designs. These are orthogonal designs and require a moderate number of experiments. If we cannot differentiate between two effects, these effects are called confounded. An \(2^{k-p}\) design is of resolution \( R\) if no \( p\)-factor effect is confounded with another effect that has less than \( R - p\) factors [34]. Roman numerals denote the corresponding design resolution. Our first experiments are based on resolution III designs (see Tab. 1). These designs ensure that no main effect is confounded with any other main effect, but main effects can be confounded with two-factor interactions.
2. Modeling: Interactions are taken into account. At this stage resolution IV or resolution V designs are recommended.

3. Optimization: Central composite designs, that require a relatively high number of runs, are often used at this experimental stage. They can be combined with response surface methods.

We apply the standard techniques from regression analysis for meta-model validation, cf. [40]. A linear approximation may be valid in a sub-domain of the full experimental area. In RSM, we determine the direction of improvement using the "path of the steepest descent" (minimization problem) based on the estimated first-order model [25]. The path of the steepest descent is perpendicular to the fitted first-order model. If no further improvement along the path of the steepest descent is possible, we can explore the area by fitting a local first-order model and obtain a new direction for the steepest descent. This step is repeated several times until we find the expected optimum area. As a criterion we may use that the linear model is inadequate close to the optimum. Optionally, a second-order model that requires additional runs and special RSM designs, can be fitted in the expected optimum area. The optimal values are estimated by taking the derivatives of the second-order regression model. We combine in our approach DOE and RSM techniques, that are adapted to the special needs and restrictions of the optimization task.

A numerical example of this procedure is omitted in this extended abstract but will be included in the full article. Alternatively, the reader is referred to [22], where the parameterization of an ES on the airfoil-design optimization problem is discussed.

5.6 Generalized Linear Models

Linear models, regression analysis, and analysis of variance as discussed so far are applicable to problems that have errors that are Gaussian. In many situations the optimization practitioner has to face response values that follow some skewed distribution or have non-constant variance. To deal with non-normal responses, data transformations are often an effective way. The choice of an adequate transformation can be difficult. Draper and Smith discuss the need for transformation and present different transformation methods [40]. Since the transformation may result in incorrect values for the response value, i.e. $\log Y$, if $Y < 0$, generalized linear models provide an alternative [39].

A Model Based on the Quality of the Best Solution: Histograms can give first hints, whether or not it might be adequate to use a specific distribution (i.e. a Gamma distribution might be better suited than the Gaussian distribution). Next we can consider QQ-plots and or a KS-test to support the assumption. Stepwise model selection, by adding or removing terms, can be used to find a more parsimonious regression model [38]. The statistical software package R provides functions such as stepAIC that automate this selection process [41].

An example is omitted here, the reader is referred to [20] for an example that uses a simplified EA and artificial test problems.
A Logistic Regression Model Based on the Success Rate: Whether or not the optimization run has located a pre-specified optimum can be used as a performance measure for algorithms. In this case, where the outcome variable can take only two values, a linear regression model is not appropriate, but a logistic regression model might be adequate. Thus, each (optimization run, problem)-combination generates a binary response value:

$$D \times P \rightarrow \mathbb{B},$$

with $d \in D$ and $p \in P$ as defined in Eq. 1 and Eq. 2 respectively. As $N_{exp}$ optimization runs for each factor-level setting will be performed, the number of successful runs can be seen as a random variable having a binomial distribution.

For an introduction into logistic regression the reader is referred to [42]; Myers and Hancock present an example that uses a genetic algorithm to solve consistent labeling problems [19].

![Image](image.png)

**Fig. 2.** The DOE software package BEA combines JAVA classes and the statistical software package R. The figure shows a screen-shot of the JEA GUI (XJEA).

6 The JEA-Software Package

The JAVA evolutionary algorithms (JEA) software package provides access to standardized implementations of evolutionary algorithms and related optimization algorithms such as particle swarm optimizers. JEA combines methods from
statistical DOE and simulation analysis. It enables the simulation practitioner to tune special algorithms for a specific optimization problem and to compare different variants of one (or even of several) algorithms. Fig. 2 shows the JEA graphical user interface XJEA, that enables a convenient access to JAVA and R objects. The related software package JEA is described in [43].

7 Summary and Outlook

This paper introduces a framework that can be used to improve the acceptance and quality of research in the field of evolutionary computation. It summarizes state of the art techniques for EA parameter tuning. Parameter tuning is beneficial in the following situations: Real-world optimization problems allow only a few preliminary experiments to find good EA parameter settings. As the commonly used ‘one factor at a time approach’ is considered as inefficient and ineffective, we recommend DOE methods. To enable a fair and more objective comparison of different optimization algorithms, these algorithms should be tuned a priori.

Referring to the methodology proposed by François and Laveg, GLM are used to handle responses that are not Gaussian. If the responses are normally distributed, classical regression analysis can be applied.
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