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Preface

Computational systems inspired by nature are often analyzed experimentally and principled methods can make this analysis reliable and effective. Severe requirements have been transmitted to draw objective conclusions from computational experiments. At the same time profitable ways of looking into the data are used to improve the design and configuration of the computational systems. The quest for these methods is spawning a considerable amount of research integrating and expanding existing work in the field of statistics.

The contributions to the workshop mainly exploit an interesting and important link between optimization of stochastic algorithms and model-based analysis in simulation and production engineering. Several issues within the model-based approach require to be understood and adapted to the particular context. Model validation and data transformation are two of them that received particular attention at the workshop.

The first contribution, written by Tobias Wagner, considers an interesting and important link between model-based analysis and optimization of stochastic algorithms and the experiment-based optimization of processes in production engineering. Bernd Bischl, Olaf Mersmann, and Heike Trautmann present and compare resampling strategies as methods for model validation. Simon Wessing and Tobias Wagner demonstrate that a rank transformation of the data before the modeling and aggregation improves the mean performance of the sequential parameter optimization (SPO). An example from practice concludes these proceedings: Patrick Koch, Wolfgang Konen, Oliver Flasch, and Thomas Bartz-Beielstein present how parameter tuning can be applied in the context of stormwater prediction.

We wish to thank all authors and reviewers for their contributions and fruitful discussions. We hope that these proceedings constitute a further small step forward in the setting up of a methodology and related software.
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A Subjective Review of the State of the Art in Model-Based Parameter Tuning

Tobias Wagner
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Baroper Straße 301, 44227 Dortmund, Germany
wagner@isf.de, http://www.isf.de

Abstract. Over recent years, the model-based parameter tuning of computational systems has become an emergent research topic. When the considered systems are subject of stochastic effects, the parameter tuning can be seen as a noisy optimization task, as often faced in production engineering. In this paper, the current research on parameter optimization is discussed based on experiences from an engineering background. An extended framework of important steps in a model-based parameter-tuning procedure is proposed which enhances known frameworks with data transformation and model validation steps. For each step, references to important literature are provided and topics for future research are identified.
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1 Introduction

The model-based analysis and optimization of computational systems which are subject to stochastic (uncontrollable) effects, i.e. noise, is closely related to the experiment-based optimization of processes in production engineering. In both scenarios, the objective function, e.g., the response of the system to a specific design, cannot be determined exactly. Thus, certainty about the true quality of a design can only be obtained by repeating the corresponding experiment and performing an estimation of the distribution of the responses. As another important factor, an efficient use of experiments is necessary since each experiment is expensive. Consequently, sequential model-based approaches which use the information of previous experiments for the determination of new design points are popular in both disciplines.

Nevertheless, important differences between model-based parameter optimization of computational systems and production-engineering processes exist. While the main cost factor of computer experiments is the computational runtime, real experiments in production engineering also produce costs for the machines, the tools, and the operator. The increase of computational power and the use of parallelization allow high number of runs for each design to be conducted when analyzing computational systems. In contrast, only a very small number of
validation experiments is possible for production-engineering problems. Consequently, the focus of the research on parameter optimization for computational systems in the last years has been on effective, but robust schemes for identifying the current best design [15, 17, 18]. Unfortunately, the application of these approaches for applications in production engineering is not possible since the experimental budget \( N \) is strictly limited, i.e., \( N < 50 \) in most cases. The main aim in this scenario is the detection and validation of a single design in the vicinity of the optimum. Therefore, more effort is spent on the effective generation of accurate surrogate models [35, 37], on the validation of these models [6], and on specific criteria for the model-based sequential optimization [25, 26, 36].

In this paper, the findings in both application areas, computational systems and production engineering, are brought together in an extended framework for model-based parameter optimization. The steps of the framework are reviewed and open research questions are discussed. Before the extended framework is proposed, the terms, definitions, and methods used therein are introduced. In this context, also references to important literature are provided. Based on these basics, the framework is presented and discussed. Conclusions are drawn and an outlook on further research is provided.

2 Basics

The initial situation for parameter tuning turns out to be a classical optimization problem \( \min_{x \in \mathbf{X}} f(x) \). \( \mathbf{X} \) is called space of allowable parameter settings [15] or design space. Consequently, a vector \( x \in \mathbf{X} \) is denoted as parameter setting or design. It contains specific settings for each tuning parameter \( x_i, i = 1, \ldots, n \). The design space \( \mathbf{X} \) is often bounded by box constraints \( l_i \leq x_i \leq u_i \), which define the region of interest (bounds) \( \mathbf{B} = \left[ \begin{array}{c} l_1 \cdots l_n \\ u_1 \cdots u_n \end{array} \right] = \left[ \begin{array}{c} 1 \\ u \end{array} \right] \). The corresponding value of the objective function \( y(x) \) is evaluated by conducting experiments on a set of test instances \( \mathcal{T} \). In the frequently analyzed case of parameter tuning for optimization algorithms, \( \mathcal{T} \) comprises a set of test functions and a target quality or a runtime budget. In machining experiments, \( \mathcal{T} \) can be seen as a specification of the geometry to be machined and the tool to be used. Based on the outcome of the experiment, a response \( y \), e.g., runtime or final solution quality of a computational system or the material volume that can be machined before the tool is worn, can be derived. Based on stochastic effects in the algorithm or problem instance and uncontrollable environmental effects during the process, the actual objective value of a design can only be evaluated as \( y = y(x) + \epsilon \), where \( \epsilon \) can be denoted as random error or noise of an evaluation.

An empirical surrogate model \( \mathcal{M} \) is based on the available sets of designs \( \mathbf{D} = (x_1^T, \ldots, x_k^T)^T \) and responses \( \mathbf{y} = (y_1, \ldots, y_k)^T \) and approximates the actual objective function \( y(x) \). In this paper, the discussion only focuses on surrogate models as used in the Design and Analysis of Computer Experiments.
The formula is shown for the constant regression function \( f(x) = \beta_1 \). Nevertheless, the uncertainty \( \hat{s}(x) \) can also be computed for more complex regression functions.
uncertainty of already evaluated designs is no longer zero since the weighted correlation of a solution with itself \((1 - \text{nugget})r(x, x)\) is smaller than one. This effect can be used to integrate the uncertainty of an evaluation into the model. The single factor \(\text{nugget}\) is then replaced by a vector of nugget factors for each observation \([24]\).

3 Discussion

The extended framework for model-based parameter optimization is shown in Algorithm 7. In the following, current realizations of the steps in the framework are summarized and discussed. Implementations of some of these realizations are available in the Sequential Parameter Optimization Toolbox (SPOT) \([1, 3]\).

3.1 Pre-experimental planning and the choice of input parameters

The set of test instances \(T\) and the region of interest \(B\) have already been introduced in the previous section. Whereas a meaningful selection of test instances and runtime budgets is a crucial point in the assessment of optimization algorithms \([16, 34]\), the surrounding conditions of a specific process of interest are

\[\text{Algorithm 1: Extended framework for model-based parameter optimization}\]

\begin{itemize}
  \item **Require:** \(T\) \{set of test instances\}
  \item \(B\) \{region of interest (box constraints)\}
  \item \(N\) \{experimental budget\}
  \item \(N_{\text{init}}\) \{size of the initial design set\}
  \item \(r_{\text{init}}\) \{initial number of runs per design\}
  \item \(D = \text{generateInitialDesign}(B, N_{\text{init}})\) \{choose initial design\}
  \item \(Y = \text{runDesign}(D, r_{\text{init}})\) \{perform experiments\}
  \item \textbf{while} \(\text{entries}(Y) < N\) \textbf{do}
    \item \(\hat{Y} = \text{transformLocal}(Y)\) \{transformation of the responses\}
    \item \([\hat{y}, \hat{s}] = \text{aggregateRuns}(\hat{Y})\) \{calculate performance and corresponding std.\}
    \item \([\hat{y}, \hat{s}] = \text{transformGlobal}(y, s)\) \{transformation of the performance\}
    \item \(M = \text{fitModel}(D, \hat{y}, \hat{s})\) \{fit surrogate model of the response\}
    \item \(Q = \text{validateModel}(M, D, \hat{y}, \hat{s})\) \{validate surrogate model of the response\}
    \item \([x^\ast, y^\ast] = \text{defineCurrentBest}(y, s, Y, M)\) \{decide on output design\}
    \item \(x_{\text{new}} = \text{modelOptimization}(M, y^\ast)\) \{find promising design points\}
    \item \(r = \text{adjustRunsPerDesign}()\) \{determine number of runs for new design\}
    \item \(D = \text{concatenate}(D, x_{\text{new}})\) \{add new design point\}
    \item \(Y = \text{concatenate}(Y, \text{runDesign}(x_{\text{new}}, r))\) \{evaluate new design point\}
  \item \textbf{end while}
  \item \textbf{return} \(M, x^\ast, y^\ast\) \{return model, best design point, and its performance\}
\end{itemize}

\[\text{Algorithm 7: Sequential Parameter Optimization Toolbox}\]

The formulas of Picheny et al. \([13, 24]\) are based on covariances in spite of correlations.

\[\text{Algorithm 8: Sequential Parameter Optimization Toolbox}\]

\begin{itemize}
  \item **Require:** \(T\) \{set of test instances\}
  \item \(B\) \{region of interest (box constraints)\}
  \item \(N\) \{experimental budget\}
  \item \(N_{\text{init}}\) \{size of the initial design set\}
  \item \(r_{\text{init}}\) \{initial number of runs per design\}
  \item \(D = \text{generateInitialDesign}(B, N_{\text{init}})\) \{choose initial design\}
  \item \(Y = \text{runDesign}(D, r_{\text{init}})\) \{perform experiments\}
  \item \textbf{while} \(\text{entries}(Y) < N\) \textbf{do}
    \item \(\hat{Y} = \text{transformLocal}(Y)\) \{transformation of the responses\}
    \item \([\hat{y}, \hat{s}] = \text{aggregateRuns}(\hat{Y})\) \{calculate performance and corresponding std.\}
    \item \([\hat{y}, \hat{s}] = \text{transformGlobal}(y, s)\) \{transformation of the performance\}
    \item \(M = \text{fitModel}(D, \hat{y}, \hat{s})\) \{fit surrogate model of the response\}
    \item \(Q = \text{validateModel}(M, D, \hat{y}, \hat{s})\) \{validate surrogate model of the response\}
    \item \([x^\ast, y^\ast] = \text{defineCurrentBest}(y, s, Y, M)\) \{decide on output design\}
    \item \(x_{\text{new}} = \text{modelOptimization}(M, y^\ast)\) \{find promising design points\}
    \item \(r = \text{adjustRunsPerDesign}()\) \{determine number of runs for new design\}
    \item \(D = \text{concatenate}(D, x_{\text{new}})\) \{add new design point\}
    \item \(Y = \text{concatenate}(Y, \text{runDesign}(x_{\text{new}}, r))\) \{evaluate new design point\}
  \item \textbf{end while}
  \item \textbf{return} \(M, x^\ast, y^\ast\) \{return model, best design point, and its performance\}
\end{itemize}
usually known. More specific, the main interest in the former is the design of the system and its assessment versus other competing systems. Therefore, a good parameterization is necessary for the competitiveness of the algorithm. In the latter, the comparison between different processes is rarely of interest. The aim of the model-based optimization is to find a suitable setting for the available machines and tools in the given experimental budget \( N \).

In cases where no experiences about the analyzed system exist, a statistical screening using fractional factorial design should be conducted before the tuning parameters and the region of interest are defined [23]. Unfortunately, this is only rarely the case in the analysis of computational systems [27]. It has been shown that a dimensionality-reduction is important when using DACE models, whose correlation function mainly depends on the distance between designs [33]. In this context, also the use of transformations of the tuning parameters should be considered. DACE models are relying on a stationary GP, i.e., a constant activity of the response over the considered domain. However, a change of the population size from \( \mu = 1 \) to \( \mu = 10 \) surely has a bigger effect on the response compared to change from \( \mu = 100 \) to \( \mu = 110 \). The change of the magnitude of the parameter is more important than the change in the absolute value. Thus, a logarithmic transformation is suitable (see, e.g. [5]). Whenever some theoretic knowledge on suitable parameters exist, e.g., a mutation rate should be \( p_m = 1/n \), where \( n \) is the dimension of the problem, this knowledge should be used for the transformation. Applied to the mutation rate, the tuning parameter \( p_m \) could be substituted by \( m > 0 \) with \( p_m = n^{-m} \). These transformations often significantly improve the quality of the surrogate models.

### 3.2 The initial design

In order to compute an initial surrogate model, which can then be used for the sequential determination of new design points, a design set has to be evaluated a-priori. In this context, the following questions arise:

1. What kind of experimental design should be chosen?
2. How many different designs \( N_{\text{init}} \) should be evaluated?
3. How many replications of each design \( r_{\text{init}} \) should be performed?

Over the last years, many studies have been conducted in order to provide answers for these questions [4, 6, 8, 15, 16, 21, 22, 29]. Unfortunately, the amount of significant results is rather low. Koehler and Owen provide an overview of theoretical results for many different types of designs. However, these results do not provide direct recommendations for the choice of the initial design. It is generally assumed that space-filling designs, such as Latin hypercube sampling (LHS) [22], are superior to factorial or central composite designs [8] for estimating a DACE model, but comparative studies [15, 22, 29] can only conclude that LHS is superior to random sampling, and even this holds only in most cases. Nevertheless, LHS are used in almost all popular DACE-based approaches [2, 20].

Since LHS is a very general framework, different optimization criteria for Latin hypercube designs exist [19]. The entropy criterion \( e(D) = \det R \) is directly
related to the information for the correlation matrix $R$ obtained by the design. It can be computed based on fixed model parameters $\theta$ and $p$. For an isotropic model $\theta_1 = \ldots = \theta_n$ and $p_1 = \ldots = p_n$, the entropy criterion results in a design optimizing the minmax-criterion. If some evidence on the importance of the different tuning parameters exist, e.g., by conducting a parameter screening before the model-based optimization, these importances can also be considered by adjusting the values of $\theta_i$, whereby a higher $\theta_i$ results in a higher importance of the corresponding tuning parameter.

With respect to the second question, the recommendation $N_{\text{init}} \approx 10n$ was established [20]. It has been shown that this number produces good predictions also for noisy responses [6]. More recent studies have shown that even $N_{\text{init}} < 10n$ can produce good results in a sequential optimization given that the modeled response is not too bumpy [4, 16]. A lower bound for the size of the initial design should be the number of model parameters, i.e., $N_{\text{init}} \geq 2n + 1$ for a model with the power exponential correlation kernel (equation 2) and a nugget factor $c_{\text{nugget}}$. A solution to the problem of local overfitting for small initial designs [16] is offered by an adaptive choice of the criterion for determining the next design. This is discussed in subsection 3.6. For the initial number of runs of each design $r_{\text{init}}$, a low number $r_{\text{init}} \leq 3$ is recommended [4]. In particular, some studies indicate that the budget for the initial design should be completely allocated to exploration, i.e., $r_{\text{init}} = 1$ [6, 13].

### 3.3 Transformations of the response

In classical statistics, transformations are common means to adjust the experimental data in order to obtain a better agreement with the assumptions of the modeling methods, e.g., normality, linearity, or stationary variance. For DACE, in particular the logarithmic transformation is used for improving the fit of the model [15, 18, 20]. The use of this transformation is motivated by better results after a complete sequential optimization. Despite the applicability of the logarithmic transformation seeming to hold for many types of parameter tuning problems [15], a closer look at the actual benefit of the transformation would increase understanding.

In classical approaches, the data of all runs, independently of having the same design $x$, are used to fit the surrogate model [14, 20]. Consequently, only one transformation can be performed. It has recently been shown that an a priori aggregation of the runs and a transformation of the aggregated responses allows more performance indices to be realized and models to be computed efficiently [15]. However, with regard to the assumptions behind the aggregation and behind the surrogate model, different targets have to be accomplished by the transformation. Consequently, two different transformation steps are distinguished in the extended framework.

In the first step, the data over different runs of a parameter setting has to be aggregated into a response or performance value. When a parametric index such as the mean of the runs is desired, an approximately gaussian distribution of results is required. This is especially important when the uncertainty of the
model (equation 3) is directly related to the uncertainty of the response [13, 14, 24]. To accomplish this precondition, a power transform (also known as Box-Cox technique) [7] or rank transform [9] can be used.

In the second step, the aggregated response can be transformed again in order to improve the prediction quality of the surrogate model. As mentioned before, the logarithmic transformation has shown to be suitable in the context of parameter tuning of optimization algorithms. This is not only due to an improved prediction [15], but also due to the usually existing mean-variance-relationship, i.e., a positive correlation of the aggregated response $y$ and the corresponding measurement noise $\epsilon$ [5]. Based on a logarithmic transformation, this effect can be modelled using homoscedastic DACE models with a constant nugget $c_{\text{nugget}}$.

An example of a homoscedastic model of an induction heating process using a logarithmic transformation, which is computed based on three independent thermocouple measurements, is shown in Fig. 1 [35].

### 3.4 Fitting and validating the model

The determination of the parameters $\theta$ and $p$ in equation 2 is usually termed model fitting. To accomplish this, maximum likelihood estimation (MLE), i.e., the optimization of the term $\sigma^2 \det \mathbf{R}$ has become the state of the art. If non-interpolating models with strictly positive uncertainties for already evaluated designs are desired, also $c_{\text{nugget}}$ can be determined by MLE [14]. Compared to an evaluation based on resampling strategies, such as leave-one-out cross-validation (CV) [20, 32], it is more efficient and has shown to produce better models in most of my engineering applications. However, MLE can provide bad estimations for small sample sizes [12] and noisy data. In former studies, it has been shown that DACE models allowing $p_i \leq 2$ and using only a constant regression term $f(\mathbf{x}) = \beta_1$ are often superior to models using a quadratic regression function and $p_i = 2$ [6].

Even when some authors state that noise-free DACE models can be used for the modeling of the aggregated responses [2, 15], it has to be noted that the

![Fig. 1: Incorporation of a mean-variance-relationship by using a homoscedastic model on a logarithmic transformation of the response.](image)
aggregated response is still subject to error in the estimation; in particular when
the performance index is computed based on a small sample.\textsuperscript{4} This has to be
considered when choosing the modeling approach. In Fig. 2, a one-dimensional
test functions is modeled based on 10 designs with corresponding noisy responses.
Whereas the interpolating model clearly shows overfitting and an overestimation
of the activity $\theta$, the non-interpolating model provides predictions much closer
to the true function. Moreover, the estimation of the uncertainty reflects the
variation in the estimation of the true response.

In contrast to production engineering, the surrogate models used for the
sequential determination of designs in parameter tuning are usually not validated –
though this has been recommended from the beginning \cite{20}. Based on a CV
of the surrogate model, the prediction quality of the model can be evaluated,
and if required, transformations of the response can be performed or further
exploratory designs can be added. The validation of the model is particularly
important when the model is used to determine the current best solution \cite{14}. In
the example shown in Fig. 2, the coefficient of determination is $R_{CV}^2 = 0.26$ for
the interpolating model and $R_{CV}^2 = 0.46$ for the non-interpolating model.\textsuperscript{5}
Thus, the validation agrees with the true quality of the model. Empirical studies have
shown that a good fit in the cross-validation usually ensures a good prediction
quality \cite{6, 32}. Nevertheless, it has to be noted that a validation based on CV is
only suitable when the model parameters were not fit using CV.

\subsection{3.5 Who is the current best?}

After all designs have been evaluated, usually two decisions have to be made.
The first one is about validation experiments of the currently best design, the

\begin{itemize}
  \item Given a random sample of size $n$ with independent observations, the standard error
       of the estimated arithmetic mean is $\sigma_\varepsilon / n$, where $\sigma_\varepsilon$ is the standard deviation of
       the different runs of a design. For the estimation of the standard error of nonparametric
       aggregated responses, resampling strategies like bootstrapping \cite{10} can be used \cite{5}.

  \item $R_{CV}^2$ is determined based on CV since $R^2 = 1$ for interpolating DACE models.
\end{itemize}
second one about the evaluation of new design points. Based on recent studies [15, 18, 24], it is accepted that the first decision is made based on the available evaluations, whereas the second one is made based on an optimization of the surrogate model. In all these approaches, the objective of both decisions is the identification of the solution being the minimizer of the considered aggregation. However, when comparing different algorithms, algorithm A is accepted as superior to algorithm B only when the difference between the result distributions of both algorithms is significant. In order to significantly detect a difference in the means which is equal to the standard deviation \( \sigma_e \) of the results based on a paired t-test, at least \( r = 50 \) runs of each algorithm are necessary [11]. Consequently, a significant discrimination of the actually best design for a stochastic optimization algorithm is almost impossible based on the available runtime budget. With respect to the efficiency of the parameter tuning procedure, it may be sufficient to find a design that is not significantly worse to the unknown optimal design based on a reasonable number of runs \( r \approx 30 \), i.e., \( \delta = 1.5\sigma_e \). Nevertheless, the best design \( \mathbf{x}^* \) returned should be validated with the highest number of runs over all evaluated designs [15].

### 3.6 Sequential design – The role of the infill criterion

In the phase of the sequential design, both informations provided by the model, the prediction of the aggregated response and the corresponding uncertainty, are used to determine new designs for evaluation. For a model-based internal optimization, the scalarization of these information into an optimization criterion, the so-called infill criterion [30], is required. Sequential Parameter Optimization (SPO) [2] uses a generalized form of the expected improvement (EI) criterion [31]

\[
EI(\mathbf{x}) = (y^* - \hat{y}(\mathbf{x}))\Phi(u(\mathbf{x})) + \hat{s}(\mathbf{x})\phi(u(\mathbf{x})) = \frac{y^* - \hat{y}(\mathbf{x})}{\hat{s}(\mathbf{x})},
\]

which puts more emphasis on the predicted uncertainty \( \hat{s}(\mathbf{x}) \). In general, the EI is used for an automated balancing between local exploitation and global exploration on deterministic global optimization problems [20]. Although the EI and its variants are also considering a global exploration of the search space, they are based on a strong confidence in the predictions of \( \hat{y}(\mathbf{x}) \) and \( \hat{s}(\mathbf{x}) \). Thus, whenever the model quality is poor, e.g., due too bumpy responses and a too small initial sample, the EI can lead to a local overfitting of the model [16]. As already mentioned in subsection 3.4, a cross-validation of the model can indicate such situations, providing the chance to adaptively choose the infill criterion. In cases of poor model quality, exploratory infill criteria, such as the entropy criterion [19] or the maximization of the minimal distance to other designs can be used. The entropy criterion still relies on a reasonable estimation of the correlation parameter vectors \( \theta \) and \( \mathbf{p} \), where the second criterion can be used when the model is completely infeasible.

Even in cases where the model quality with respect to the predictions \( \hat{y} \) is fine, say \( R^2_{CV} > 0.5 \), many conceptual problems can occur when applied to
problems with stochastic responses. A good discussion of the roles of $y^*$ and $\hat{y}$ has already been published [24]. In brief, the exact $y^*$ of the already evaluated designs is not known (cf. subsection 3.5) and the true response $y(x)$ and the evaluated response $y$ are not necessarily the same. Nevertheless, the role of $\hat{s}$ is even more critical. When an interpolating DACE model is used, the noise in the estimation of the response leads to an overestimation of the activity parameters, as shown in Fig. 2. This effect becomes extreme if two neighboring designs are evaluated with considerably different responses due to the stochastic effects [5]. It leads to huge confidence intervals of equal spread $\sigma_Z$, where no correlation to other solutions exist. Consequently, only the prediction $\hat{y}$ can be used to guide the optimization. For non-interpolating DACE models, two possible scenarios exist. When a homoscedastic model with a single nugget factor $c_{\text{nugget}}$ is used, the prediction is likely to be surrounded by a confidence interval of constant width $(1 - c_{\text{nugget}})\sigma_Z$, as shown in Fig. 2 (right). By a-priori applying a logarithmic transformation, even a proportional mean-variance-relationship can be included in the model (cf. Fig.1). However, still the EI is mainly depended on the prediction $\hat{y}$. Therefore, the only variant of DACE models where both components of the EI can show a complex interaction is the heteroscedastic case with a vector of noise variances for each response, but even in this case conceptual problems exist. The noise variance is the second moment of the response. Its estimation is much harder than the one of the aggregated response itself. Since the uncertainty is still expressed in terms of the standard deviation of a normal distribution, transformations to approximate normality are required. Moreover, the EI would emphasize on high uncertainties. Usually, robust solutions with low variance are desired.

A recent approach that tackles most of the conceptual problems of the standard EI is presented by Picheny et al. [24]. They use a heteroscedastic DACE model for considering the noise variance, i.e., the accuracy, of each response. By these means, the uncertainty of the model is not longer only related to the uncertainty of the prediction, but rather to the uncertainty of evaluation.\footnote{The noise variance used in the model is not equal to the variance $\sigma$ of the different runs of a design. It is related to the standard error in estimating the true aggregated response $y(x)$ (cf. subsection 3.4) and can be decreased by further replications of $x$.} By taking a $\beta$-quantile for $\beta \geq 0.5$ as aggregation criterion, a favor for low variances can be introduced. Moreover, they propose an automated method for the determination of the computation time spent on a new design $x_{\text{new}}$ based on the evolution of the EI of this design with increasing accuracy of evaluation. This adaptive increasing of evaluations for promising designs is called intensification and will be topic of the following subsection.

3.7 Intensification

In current versions of SPO, the number of evaluations for new designs is increased with the iterations. First, this increase was multiplicative $r_{\text{new}} = 2r_{\text{old}}$ [2], later it was adjusted to an additive increase $r_{\text{new}} = r_{\text{old}} + 1$ [3]. Moreover, adaptive...
approaches for the choice of \( r \) based on statistical tests [4] and heuristics [18, 24] have been proposed. All adaptive approaches aim at a reduction of runs for new designs which early show to be inferior to the current best design.

4 Conclusion and Outlook

In this paper, the state of the art in model-based parameter tuning was critically discussed and an extended framework of steps in a sequential parameter optimization (SPO) procedure was proposed. Compared to recent SPO variants, this framework also includes steps of data transformation and model validation. For each step of the framework, a subjective classification of recent approaches was made and basic ideas for new methods were presented.

Based on the classification of recent approaches, topics for future research were identified. In particular, the aim of the application of an SPO-procedure has to be specified more clearly. Is it really desired to find the design \( x^* \) that provides the best objective value on the true, but unknown, underlying objective \( y(x) \) or is it already satisfying to obtain a design that is at least competitive with this design based on statistical tests on a reasonable number of runs, say \( r = 30 \). Based on the agreement on the aim of SPO, suitable infill criteria should be designed. The commonly used expected improvement criterion was shown to have some weaknesses when applied to noisy responses.
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Abstract. Meta modeling has become a crucial tool in solving expensive optimization problems. Much of the work in the past has focused on finding a good regression method to model the fitness functions. Examples of such methods include classical linear regression, splines, neural networks, kriging and support vector regression. This paper specifically draws attention to the fact that the model accuracy is a crucial aspect in the meta modeling framework. Resampling strategies such as cross-validation, subsampling, bootstrapping and nested resampling are prominent methods for model validation and are systematically discussed with respect to possible pitfalls, shortcomings and specific features.
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1 Introduction

Many real-world continuous optimization problems are of a complex nature which often requires expensive fitness function evaluations or computationally intensive simulations in case the functions cannot be provided explicitly in analytical form (black-box optimization). Approximations, often called meta models, are an important means to reduce the computational effort by fitting a regression function based on a number of evaluated design points, in particular when the required number of explicit fitness evaluations should be kept as small as possible.

A comprehensive overview of meta-modeling techniques with respect to evolutionary computation and multiobjective optimization in general is given in [22], [41], [25] and [31]. A detailed discussion of these methods, however, is beyond the scope of this paper. Most prominent approaches are polynomial models resp. response surface analysis [29], kriging together with the expected improvement approach (e.g. [21]), for example used for algorithm parameter tuning in the well-known framework of sequential parameter optimization (SPO, [3]), neural networks (e.g. [32]) or support vector regression (e.g. [47], [5]).

Meta modeling strategies can be implemented by constructing a global meta-model based on initial data points (offline data sampling), e.g. generated by an experimental design, and replacing the fitness function by the meta-model for the whole optimization process. However, in general the meta model should be
used in combination with the original fitness function in order to control the convergence to the meta model optimum which does not necessarily coincide with the optimum of the original fitness function. Different strategies for this so-called evolution control exist [22]. By these means the meta model as well can be updated sequentially during optimization (online data sampling). In addition, interactive approaches combining the explicit function and the meta model can be employed where local meta models are estimated using progressively generated evaluations of the explicit function (e.g. [46], [15]). In multiobjective evolutionary optimization meta models play an important role in pre-screening points based on their predicted values and confidence of these predictions (e.g. [15]). A comparative study of different approaches is given in [42].

The key aspect, however, is that the meta model will always only approximate the original problem [23], which possibly leads to bias, wide confidence bands and also error in the obtained optimum, properties that cannot be neglected in evaluating a modeling approach. Resampling methods can be efficiently used for the following purposes:

**Accuracy assessment of a given meta model:** Clearly, a meta model without sufficient accuracy should not be used for optimization as biased results will be generated which will not have any relevance for the problem at hand. This stresses the importance of a systematic model validation which indicates the reliability and accuracy of the estimated model. In case the current meta model does not fulfill the requirements, possible alternatives are either a model update based on additional values obtained by more fitness function evaluations or using a different, possibly less complex, modeling technique.

**Model selection:** In many cases several model classes are candidates for fitting the desired meta model. Resampling methods and the related accuracy assessment efficiently support the selection process of the most appropriate and reliable model type. It should be noted, that it is usually advisable to choose a less complex model in order to achieve good results with the desired small sample sizes since more complex models usually require larger data sets to be sufficiently accurate.

**Tuning of hyperparameters:** Most modeling strategies require the setting of so-called hyperparameters (e.g. the parameters of the covariance kernel in kriging). Thus, a tuning of the hyperparameters is desired to determine the settings leading to highest model quality which can be evaluated using the discussed resampling techniques.

Unfortunately, not much attention has been given to model accuracy assessment in the evolutionary computation field so far. It is a somewhat disregarded topic, except from the comprehensive survey in [41]. In the following, model quality is solely reflected by model accuracy, which in our view is the most relevant aspect, although other aspects of model quality could also be relevant in some settings. For example, in the early stages of an optimization process, a smooth model might be considered more appropriate than a rough model since it will provide sufficient information to drive the optimization process and simultaneously diminishes the probability of being stuck in local optima. However,
smoothing an accurate but rough model provides this possibility as well and can at the same time in its accurate form be used at the end of the optimization process. Also one should take into account that being able to interpret a meta model is often seen as an important benefit that other optimization techniques lack (e.g. see [37]). A model that is merely helpful in controlling the optimization but does approximate the true structure of the data generating process well enough might therefore mislead one to draw wrong conclusions in a later stage of analysis.

Fig. 1: With increasing model complexity overfitting on the training set becomes more likely [19].

The focus of this paper therefore is on stressing the importance of evaluating model accuracy in meta model optimization together with providing related practical guidelines and recommendations. We thoroughly discuss state of the art approaches with respect to their advantages and shortcomings. However, we do not claim to provide a comprehensive model validation approach covering all optimization specific aspects in general.

An overview of the most important resampling techniques for model validation such as cross validation, bootstrapping, subsampling and nested resampling as a combination of the former approaches is available in sections 2 and 3. Guidelines are presented for choosing an adequate resampling technique suitable for small sample sizes resulting from a small number of fitness evaluations. In section 4, specific attention is drawn to a discussion of potential pitfalls and important assumptions that have to be fulfilled. Conclusions are drawn in section 5. All of these methods and most of the comments are generally applicable for any regression or classification setting in machine learning, and for comparison some remarks are made regarding the latter.
2 Basic Resampling Techniques and Statistical Properties

Assume we are given a fitness function \( f \), a set of points from the parameter space of \( f \) and the associated function values. Denote these by \( \{ d_1, d_2, d_3, \ldots, d_n \} = D \), where \( d_i = (x_i, y_i) \) is a vector of covariates \( x_i \) and associated function values \( y_i = f(x_i) \). Our aim now is to find a meta model which approximates \( f \) using the information contained in \( D \), i.e. we want to fit a regression function \( \hat{f}_D \) to our data \( D \).

Now the question arises, how well our model \( \hat{f}_D \) approximates the real fitness function \( f \). This requires the definition of an appropriate loss function \( L(y, \hat{f}(x)) \). For regression this will be the squared loss \( (y - \hat{f}(x))^2 \) or the absolute loss \( |y - \hat{f}(x)| \), if robustness is required with respect to outliers. These loss values are aggregated by the mean to form the mean squared error (MSE) and the mean absolute error (MAE).

One naive way to assess the quality of our model would be to measure the losses on the data we used for fitting. This generally cannot work, as the error measure will be optimistically biased in this setting, see fig. 1. In fact, for some models, it will always be zero, e.g. imagine an interpolating spline. One way to rectify this is to split the data into a training set \( D_{\text{train}} \) and a corresponding test set \( D_{\text{test}} \) such that \( D_{\text{train}} \cup D_{\text{test}} = D \) and \( D_{\text{train}} \cap D_{\text{test}} = \emptyset \). One would then train the model on \( D_{\text{train}} \) to obtain \( \hat{f}_{D_{\text{train}}} \) and calculate its performance measure using the data points in \( D_{\text{test}} \). This approach called the hold-out or test set method is very easy to implement and to work with from a statistical perspective, as the test set observations are completely independent from the training observations.

Still two important problems remain: A large data set \( D \) is required, since we need enough data in the training set to build an adequate model, but also enough samples in the test set to get statistically valid performance results. These large
amount of samples will usually not be available if evaluating \( f \) is expensive. Also, one will not detect variance and model instability due to changes in the training set. Some models, especially more complex\(^1\), nonlinear ones, might produce very different results even when the training data only slightly change.

To deal with this situation, resampling techniques have been developed. All of these techniques repeatedly generate training and test sets from the data set at hand, fit a model to each training set and judge its quality on the corresponding test set (and possibly also on the training set). This general framework is depicted in Fig. 2. In the next three subsections we will introduce three different methods to generate these training/test pairs and will show how to estimate performance values.

### 2.1 Cross-validation

Cross-validation (CV) \cite{Stone1974} is probably one of the oldest resampling techniques. Like all other methods presented in this paper it uses the generic resampling strategy as described in Alg. 2. The \( k \) subsets (line 1 of Alg. 2) are generated according to Alg. 3. The idea is to divide the dataset into \( k \) equally sized blocks and then use \( k-1 \) blocks to fit the model and validate it on the remaining block. This is done for all possible combinations of \( k-1 \) of the \( k \) blocks. The \( k \) blocks are usually called \textit{folds} in the cross-validation literature. So a cross-validation with \( k = 10 \) would be called a \textit{10 fold cross-validation}. Usual choices for \( k \) are 5, 10 and \( n \).

\(^1\) Note that although we use model complexity informally in this text, different rigorous definitions of this notion exist, among them VC dimension and Rademacher complexity \cite{Boucheron2004}.
Algorithm 3: Subsets for $k$-fold CV.

**input**: A dataset $D$ of $n$ observations $d_1$ to $d_n$ and the number of subsets $k$ to generate.

**output**: $k$ subsets of $D$ named $D^{(1)}$ to $D^{(k)}$.

1. $D \leftarrow$ Shuffle $(D)$
2. for $i \leftarrow 1$ to $k$ do
3. $D^{(i)} \leftarrow D$
4. for $j \leftarrow 1$ to $n$ do
5. $i \leftarrow (j \mod k) + 1$
6. $D^{(i)} \leftarrow D^{(i)} \setminus \{d_j\}$

Algorithm 4: Subsets for bootstrap.

**input**: A dataset $D$ of $n$ observations $d_1$ to $d_n$ and the number of subsets $k$ to generate.

**output**: $k$ subsets of $D$ named $D^{(1)}$ to $D^{(k)}$.

1. for $i \leftarrow 1$ to $k$ do
2. $D^{(i)} \leftarrow \emptyset$
3. for $j \leftarrow 1$ to $n$ do
4. $d \leftarrow$ RandomElement $(D)$
5. $D^{(i)} \leftarrow D^{(i)} \cup \{d\}$

This last case of $k = n$ is also referred to as leave-one-out cross-validation (LOOCV) because the model is fitted on the subsets of $D$ which arise if we leave out exactly one observation. In general this is computationally hard but for certain classes of models the LOOCV estimate can be calculated efficiently. Examples include linear regression [45], splines [43], support vector regression [9] and kriging models [40].

2.2 Bootstrap

The development of the bootstrap resampling strategy [12] is almost as old as the idea of cross-validation. Again Alg. 2 is the basis of the method, but the $k$ subsets are generated using Alg. 4. Here $k$ is usually chosen much larger than in the CV case. Values of $k = 100$ up to $k = 1000$ are not uncommon and there is practically no upper limit on $k^2$.

The subset generation is based on the idea that instead of sampling from $D$ without replacement, as done in the CV case, we sample with replacement. One of the advantages of this approach is that the size of the training set, in the bootstrap literature often also called the in bag observations, is equal to the actual data set size. On the other hand this entails that some observations can and likely will be present multiple times in the training set $D^{(i)}$. In fact, asymptotically only about $1 - e^{-1} \approx 63.2\%$ of the data points in $D$ will be present in the training set [12]. The remaining $\approx 36.8\%$ of observations are called out of bag and form the test set as in CV.

The fact that some observations are present multiple times in the training set can be problematic for some meta modeling techniques. Several approaches have been proposed to deal with this. Most add a small amount of random noise to the observations. For details see [12].

\[^2\text{Do note, that there are } n^n \text{ different bootstrap samples. So for very small } n \text{ there are limits to the number of bootstrap samples you can generate.}\]
Another effect of adding some observations multiple times to the training set is that we overemphasize their importance, called oversampling. This leads to an estimation bias for our validation statistic since all data points in the test set are now, in some sense, outliers. A first attempt to counter this was the so-called \( \cdot.632 \) bootstrap procedure by [13]. Here the estimated error of the model is a weighted average of the error on the training set and the test set. The fallacy in this approach is that some modeling techniques will always have an error of 0 on the training set. An example of such a method would be an interpolating spline.

Algorithm 5: \( \cdot.632 \) bootstrap

```plaintext
input : A dataset \( D \) of \( n \) observations \( d_1 \) to \( d_n \), the number of subsets \( k \) to generate and a loss function \( L \).
output: \( k \) values of the validation statistic.
1 Generate \( k \) subsets of \( D \) named \( D^{(1)} \) to \( D^{(k)} \)
2 \( S \leftarrow \emptyset \)
3 for \( i \leftarrow 1 \) to \( k \) do
4 \( \bar{D}^{(i)} \leftarrow D \setminus D^{(i)} \)
5 \( \hat{f} \leftarrow \text{FitModel} \left( D^{(i)} \right) \)
6 \( \hat{\gamma} \leftarrow \frac{1}{n} \sum_{p,q=1}^{n} L(y_p, \hat{f}(x_q)) \)
7 \( s_{\text{in}} \leftarrow \frac{1}{n} \sum_{(x,y) \in D^{(i)}} L(y, \hat{f}(x)) \)
8 \( s_{\text{out}} \leftarrow \frac{1}{n} \sum_{(x,y) \in \bar{D}^{(i)}} L(y, \hat{f}(x)) \)
9 \( \hat{R} \leftarrow \frac{s_{\text{in}}}{s_{\text{in}} + s_{\text{out}}} \cdot \frac{0.632}{0.632} \)
10 \( \hat{w} \leftarrow 1 - \hat{R} \)
11 \( s_i \leftarrow (1 - \hat{w}) s_{\text{in}} + \hat{w} s_{\text{out}} \)
12 \( S \leftarrow S \cup \{ s_i \} \)
```

To counter this, Efron proposed a further variant of the bootstrap named the \( \cdot.632+ \) bootstrap (see [14]). This strategy is a bit more involved and deviates somewhat from the framework proposed in Alg. 2. The details are given in Alg. 5. The main difference here is, that instead of fixed weights, as in the \( \cdot.632 \) bootstrap, the weights are calculated for each model to reflect how well the model can reproduce the training set.

The \( k \) subsets of \( D \) are again generated using Alg. 4. Then, as in the general framework, the model \( \hat{f} \) is calculated in line 5. Line 6, 7, 9 and 10 are new. In line 6 the loss is estimated for the hypothetical case that our model has no predictive power. This is done by calculating the loss for each possible combination of \( x \) and \( y \) from \( D \). Because there is now no direct dependence between \( x \) and \( y \), the loss one observes tells us something about the error rate the model would achieve even if there was no link between \( x \) and \( y \), i.e. our function was pure
noise. This quantity $\hat{R}$ is called the no-information error rate. Using this and the in-bag error rate from line 7, as well as the usual out-of-bag error rate from line 8 the relative overfitting rate $\hat{R}$ is calculated in line 9. $\hat{R}$ lies between 0 and 1. If $\hat{R} = 1$, then the model is completely overfitted, i.e. it only has predictive power on the training set. If $\hat{R}$ is almost 0 on the other hand, then $\hat{f}$ has great predictive power on the test set and we can use the error on the training set to increase the accuracy of our error estimate. The final performance criterion is the weighted average of the in-bag and out-of-bag error rates as calculated in line 11 using the weight derived in line 10 from the relative overfitting rate.

2.3 Subsampling

Subsampling (SS) is very similar to the classical bootstrap. The only difference is that observations are drawn from $D$ without replacement. Therefore the training set has to be smaller than $D$ or no observations would remain for the test set. Usual choices for the subsampling rate $|D^{(i)}|/|D|$ are $4/5$ or $9/10$. This corresponds to the usual number of folds in cross-validation ($k = 5$ or $k = 10$). Like in bootstrapping, $k$ has to be selected a-priori by the user. Choices for $k$ are also similar to bootstrapping, e.g. in the range of 100 to 1000.

Algorithm 6: Subset generation algorithm for subsampling.

```
1 m ← |r|D|
2 for i ← 1 to k do
3     D′ ← D
4     D(i) ← ∅
5     for j ← 1 to m do
6         d ← RandomElement (D′)
7         D(i) ← D(i) ∪ {d}
8         D′ ← D′ \ {d}
```

2.4 Further methods

Many variants, extensions and combinations of the above algorithms exist, which we cannot all present as comprehensively as the standard methods presented in the previous section. Some examples of these methods are:

Repeated cross-validation: (REPCV) performs a usual k-fold CV multiple times and aggregates the results (normally by the mean) to reduce the variance of randomly splitting the data.
Bootstrap cross-validation: (BCV) generates $b$ bootstrap samples of $D$ and performs cross-validation on each bootstrap sample, then aggregates the resulting error rates by averaging them. This has been shown to be advantageous for small sample sizes. For a detailed description see [17] and [20], but note comment 10 in section 4 and the variation proposed in [20], where entries in the test set are removed, which also occur in the training set.

Stratified cross-validation: (SCV) ensures that all folds of the cross-validation include a roughly equal number of observations per region of the input space. Several methods to achieve this have been proposed, for an example see [10].

3 Nested Resampling

Often the process of deriving a model requires a more complex approach (including model selection) than simply fitting a regression model. This will be the case when hyperparameters (e.g. consider support vector regression) or covariates have to be selected (e.g. screening the covariates for the ones which have a relevant influence on the target value $y$). Since the optimal hyperparameters are often data-dependent, they cannot be chosen without looking at the data. On the other hand one cannot perform these model selection steps using the same resampling sets that are used for evaluating the model itself, as this can lead to severely biased performance results (see comments 4 and 5 in section 4). This effect is sometimes called “training on the test set”, since through the repeated evaluation of the model on the test data, information regarding its structure enters the model which might lead to overfitting.

Another explanation of why overfitting will occur is illustrated by the following thought experiment: Imagine a model, which randomly assigns predictions without using the covariates and with a hyperparameter $\sigma$ which has no influence on the quality of the fit. “Optimizing” $\sigma$ over a large number of iterations now corresponds to choosing the minimum statistic of the error values of all generated random models. This minimum will be the lower the more iterations we perform. It will however not be a reasonable estimator regarding the performance on new data (which would be the mean of all observed errors or expected error rate on an unused test set).

Instead, the model selection process has to be treated as part of the fitting and therefore has to be repeated for every training set. Unfortunately, as this kind of model selection usually requires a resampling approach as well, one ends up with a nested process of sampling. While the model is evaluated in an outer loop, every training set is resampled again in an inner loop to select an appropriate model, e.g. see [35]. As an example, consider using subsampling with $k = 100$ for evaluation and 5-fold cross-validation for hyperparameter selection. For each of the 100 training sets $D^{(i)}$ from subsampling, a 5-fold cross-validation on the training set is employed as internal fitness evaluation to select the best setting for the hyperparameters of the regression function. This is an optimization problem itself, but we are not going to cover the differences between the usual approaches here. Typically, optimization methods are used for which no
parameters have to be specified a priori in order to avoid another level of hyperparameter optimization. The resulting optimization quality of these approaches usually is sufficient for this purpose. The best obtained hyperparameters are used to fit the model on the complete training set and calculate the error on the test set of the outer resampling strategy. Fig. 3 shows this process schematically for two nested cross-validations.

While this course of action is computationally very expensive, it is currently the only known way to ensure unbiased results. If runtime has to be reduced, more efficient optimization or a coarser resampling for model selection in the inner loop should be employed. If the latter produces a negative effect for model selection, at least this will be noticeable in a valid way in the outer evaluation.

4 Common Pitfalls, Recommendations and Statistical Properties

In practical applications, choosing the right resampling method and experimental setup in order to evaluate estimated models might become a tough decision—even for an experienced data analyst. We will describe the most common misconceptions and pitfalls in this section and try to give reasonable recommendations and some theoretical results relevant for applied work. There exist a number of other papers with a similar goal, often from the field of classification, which we build upon. See for example [18, 24, 26, 27, 35] and for more general recommendations [33].

1. Terminology.

Make sure to check formal definitions of resampling methods in papers. Unfortunately, even in the ones cited in this one, sometimes different names are used or even exchanged. For example in [6] what we call out-of-bag bootstrap
is called bootstrap cross-validation (and therefore used differently than we defined BCV) and in [30] what we call subsampling is called cross-validation. Other terms for subsampling also include Monte Carlo cross-validation [34] and repeated hold-out [24].

2. **Stochastic performance values are not a disadvantage.**
   We have encountered a specific preference towards the leave-one-out estimator among non-statisticians “because it does not produce results subject to stochastic variation”, but instead delivers a reproducible, deterministic value. This is a misconception which stems from the notion that your given data set completely determines your task. On the contrary, the data was obtained by a stochastic (real-world or simulated) process itself. The task is not to optimize a machine learning model w.r.t. to this data set, but to use the data efficiently to minimize the loss on new, unseen observations. This is and will always be a stochastic optimization problem. Information about uncertainty and statistical variation due to slight changes in the data and unstable models are an advantage and not a drawback.

3. **Be precise when stating how model selection and evaluation were performed.**
   As the interpretation of results relies strongly on the chosen experimental setup, the necessity of this statement should be self-evident. Still, some authors seem to treat this issue as a “minor detail, only worth brief mentioning in passing”. Also, when code is not published along with a paper, reproducibility of results sometimes becomes difficult if not impossible.

4. **Do not report performances from repeated tuning on the same resampling.**
   Even though this problem and its remedy have already been discussed in section 3, we emphasize this common error here again, as from our experience this still repeatedly turns up in applied work. Disregarding this makes interpretations and comparisons to other results nearly impossible, as one can never be sure how much positive results are due to the “training on the test set” effect. Quite a number of publications had to be rectified because of this mistake, see [16] for a recent example. Use nested resampling.

5. **Include all modeling steps into the resampling.**
   If data-dependent preprocessing or pre-selection of variables is performed, these have to be included in the resampling as well to avoid biased, optimistic results. Although not doing so is basically the same mistake as the one described in the comment above, this happens more frequently as preprocessing is usually considered independently of the model fitting and performed once in the beginning of the analysis. Simon et al. show in [36] how the reevaluation of experiments from a published paper, in which covariates were excluded by a statistical test in preprocessing, lead to much worse results than it would have been the case if the selection was included into a complete resampling. They also confirm this conclusion by further simulation studies regarding the selection of covariates.

6. **Do not use hold-out, CV with few iterations or subsampling with a low subsampling rate for small samples.**
These methods have a large bias resulting from the reduced training set size (and a larger variance due to to the one or only few random split-ups, except for subsampling), which is especially hurtful when data is scarce anyway.

7. Comments regarding Leave-One-Out and Cross-validation.
Leave-one-out cross-validation has better properties for the squared loss used in regression than for its usual 0-1 counterpart in classification and is an almost unbiased estimator for the mean loss [26]. It can be shown that it is asymptotically equivalent to the well-known AI criterion (AIC), the jackknife and the bootstrap [13, 39]. Although these asymptotic equivalences are important and interesting in their own right, we want to point out that many practically relevant differences exist between the mentioned methods, some discussed in the comments in this section.

The many possibilities for its efficient computation mentioned in section 2.1 and its deterministic, reproducible value (but see comment 2) and its near unbiasedness make LOO an attractive candidate among the presented algorithms, especially when only few samples are available. But one should be aware of the following facts: LOOCV has a high variance [26, 44] as estimator of the mean loss, meaning quite different values are produced if the data used for cross-validation slightly changes. It also is asymptotically inconsistent and tends to select too complex models. In [34] theoretical reasons for this effect are presented, and subsampling and balanced leave-d-out CV are shown to be superior estimators in a simulation study. Kohavi [26] arrives at similar results regarding LOO and demonstrates empirically that 10-fold CV is often superior. He suggests a stratified version.

For these reasons we recommend LOO mainly for efficient model selection, still keeping in mind that this might lead to somewhat suboptimal choices. Repeated and stratified CV will usually produce more reliable results in practice.

8. Comments on different bootstrap variants.
Many variations on the algorithms presented in section 2.2 exists. We will here restrict ourselves to comparing the simple out-of-bag bootstrap, using only $s^{\text{out}}$, the older $.632$, which always sets $\hat{w} = 0.632$, and the $.632+$. While the out-of-bag bootstrap is pessimistically biased in the sense that it bases its performance values on models which use only about 63.2% of the data, $.632$ can be optimistic in a much worse way, as complex models can easily achieve $s^{\text{in}} = 0$ (or consider adding a “memory” of the training data to your model). Both estimators are known to have a low variance, and out-of-bag is especially good, when the sample size is small and the error or noise in the data is high [44]. $.632+$ combines the best properties of both estimators and can generally be trusted to achieve very good results with small sample sizes. Its main drawback are the difficult combination with tuning (see comment 10) and that it might result in an optimistic bias, when more complex models are considered [24, 27].

9. Choosing the number of iterations in bootstrapping, subsampling, etc.
These questions seem to remain an open research issue, and the general consensus seems to be to err on the safe by choosing a large $k$. 100, 250 and 500 are common values in published papers, [44] recommends at least 200 to obtain a good estimate. But a reasonable setting has always to be data-dependent, relying on the number of available samples, the complexity of the task and applied models. One should be aware that this will be computationally very expensive.

There exists a couple of heuristics to select the number of iterations adaptively, especially in model selection and optimization. For example consider the repeated testing performed in F-Races [7]. But for valid statistical inference one will have to employ methods from the sequential analysis. To our knowledge, this is not very often done in machine learning, and a comprehensive overview of these techniques is beyond the scope of this article. We refer the reader to [28] for an accessible introduction.

10. **Bootstrapping or subsampling? Repeated observations can be problematic.**

When combining model or complexity parameter selection with bootstrapped data sets, repeated observations can lead to a substantial bias towards more complex models. This stems from the fact that with a high probability measurements will occur both in the training set as well as the test set, so that more complex models “memorizing” the training data will seem preferable. This effect was documented in the setting of using boosting for high-dimensional microarray data [6] and subsampling was proposed and evaluated as a remedy.

11. **Independence, Confidence Intervals and Testing.**

In general, the generated training and test sets, and therefore the obtained performance statistics will not be independent when sampling from a finite data set. This has negative consequences if confidence intervals for the performance measure should be calculated. The dependence structure is especially complicated for the commonly used cross-validation, where the split-up of the data in one iteration completely depends on all other split-ups. It can be shown that in this setting no unbiased estimator of the variance exists [4] and pathological examples can be constructed, where the variance estimator performs arbitrarily bad. Extensions on corrections for subsampling exist which take the dependence between sampled data sets into account and provide a much better foundation for interval estimators and subsequent statistical tests regarding location parameters [30].

The focus in this paper has largely been on model selection and not necessarily on model comparison. For this several procedures using statistical hypothesis tests have been proposed by [1, 11, 20, 30].

12. **Software and illustrating examples.**

While many machine learning toolboxes contain at least some of the mentioned resampling strategies, we would like to point out that our own R package mlr [8] contains all of the methods mentioned in this paper, including generic nested resampling, and an interface to many regression, classification and optimization algorithms in R.
To our best knowledge the mentioned methodology in this article is not very often used to assess and improve meta models in optimization. We are only aware of a paper by Tenne and Armfield [41], where a similar approach is followed and will compare to their work. The authors propose to use hold-out, 10-fold CV, LOO and the .632 bootstrap to estimate the prediction error of a quadratic, a kriging and and radial basis function network model on three different test functions. They do not include the .632+ bootstrap or repeated CV in their study, although these estimators might be more appropriate for their small sample sizes (less than 100). They also optimize the hyperparameters of the anisotropic kriging model on the full data set in the beginning, which might lead to a bias in the following resampling caused by overfitting.

Otherwise their findings agree with our comments above: they state that hold-out has an pessimistic bias, as fewer data is used for training, LOO has a large variance, the 10-fold CV also has a large variance due to the random splitting of the few samples and .632 has a low variance and an optimistic bias. However, they do not provide references for these facts, which have also been observed by other authors in comparison studies in machine learning [14, 24, 26, 27, 34, 35, 45]. They report LOO as the most suited but computationally expensive resampling method for model assessment, but without mentioning the many approaches for its efficient calculation (see 2.1).

5 Conclusions and Outlook

Meta modeling techniques play a prominent role in modern expensive optimization procedures. Much research has focused on the design of powerful modeling methods. In this paper we have given an overview of well-known resampling methods from statistics and how they can be used to choose or tune a meta model.

Proper model validation in this context is crucial. First of all, employing a meta-model which badly approximates the original objective function cannot lead to reliable optimization results. Secondly, hyperparameter tuning for a specific model class, selecting from a finite amount of different models and possibly choosing relevant features are important steps in practical optimization. It is well known that their correct application leads to an improvement in generalization performance. As in model validation, a properly evaluated performance measure is needed in order to compare among the potential models. But when very few sample points are combined with very powerful and flexible regression models like kriging, overfitting becomes likely. Therefore, the model validation procedure plays a key role for determining a useful model and subsequently performing efficient optimization.
After introducing the three basic strategies, cross-validation, bootstrapping and subsampling, nested resampling is discussed and common pitfalls and design mistakes are highlighted when using these methods. As a summarizing recommendation, we suggest to consider efficient Leave-One-Out cross-validation for fast model tuning, the .632+ bootstrap for small samples sizes with low complexity models and when no tuning is required, and subsampling or repeated cross-validation in all other cases, see Fig. 4.

In the future we will perform a similar benchmark study like [41]. We will include more advanced resampling methods, which are specifically tailored for the small sample sizes encountered in global optimization of expensive functions, like repeated cross-validation and the .632+ bootstrap. We will also investigate the question, whether the usual approach of selecting hyperparameters on the full sample in the beginning leads to overfitting and an optimistically biased estimator in the subsequent resampling, and if so, whether this can be avoided by nested resampling. From these results we will derive further practical recommendation for resampling evaluations in the field of optimization by meta modeling.

In addition, different facets of model quality with respect to optimization processes will be studied and incorporated into to the presented guidelines for model accuracy assessment.

![Fig. 4: Guidelines for selecting a resampling strategy.](image-url)
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Abstract. Over recent years, parameter tuning of Evolutionary Algorithms (EAs) is attracting more and more interest. In particular, the sequential parameter optimization (SPO) framework for model-assisted tuning procedures resulted in established parameter tuning algorithms. Most variants of SPO apply Kriging for modeling the fitness landscape and, thereby, finding an optimal parameter configuration on a limited budget of EA runs. In this work, we enhance the SPO framework by introducing transformation steps before the aggregation and before the modeling. We empirically show that a rank transformation of the data improves the mean performance of SPO and is superior to other transformations, such as the Box-Cox and the logarithmic transformation.

Keywords: Data Transformation, Design and Analysis of Computer Experiments, Kriging, Sequential Parameter Optimization (SPO)

1 Introduction

Parameter tuning of evolutionary algorithms (EAs) is a noisy optimization problem with expensive evaluations. An approach to this problem is SPO by Bartz-Beielstein et al. [1], which usually uses Kriging models to predict new promising search points. Kriging is based on the assumption that the modeled data follows a deterministic, stationary multivariate Gaussian process (GP). This cannot be guaranteed to be fulfilled in general. For example, distributions of objective values often show an unwanted skewness. Hutter et al. [10] have demonstrated that it can be advantageous for SPO to apply a logarithmic transformation to the data before the modeling. In geostatistics, which is the original application area of Kriging, this technique is known as lognormal Kriging. Our goal is to investigate if other techniques considered in geostatistics are equally successful in our application. In particular, a rank transformation seems promising since it is established to process highly skewed data [12, 21].

The remainder of the paper is organized as follows. In Sect. 2, an introduction to the theoretical aspects of Kriging is given. Sect. 3 describes the SPO
framework with our proposed modifications. In Sect. 4, we present experiments to examine our hypotheses about the benefit of data transformations. Sect. 5 concludes the paper and provides an outlook on future research topics.

2 Basics

Parameter tuning of EAs represents an optimization problem \( \min_{x \in \mathbf{X}} y(x) \). \( \mathbf{X} \) is called design space. A vector \( x \in \mathbf{X} \) is denoted as design point. It contains the settings of the considered tuning parameters \( x_i, i = 1, \ldots, n \). Usually, the design space \( \mathbf{X} \) is bounded by box constraints \( \mathbf{l} \) and \( \mathbf{u} \), whereby \( l_i \leq x_i \leq u_i \) define the region of interest (ROI). The performance of the algorithm \( y(x) \) is evaluated by performing experiments on a representative test instance \( \mathcal{T} \). In \( \mathcal{T} \), information about the optimization task, i.e., the test function or simulator output of interest, and the desired target quality or an allowed runtime budget are encoded. Based on the outcomes of the experiments for \( x_i \), an aggregated response \( y_i \) can be derived. Based on stochastic effects in the algorithm or simulator, the actual objective value of a design can only be evaluated as \( y_i = y(x_i) + \epsilon_i \), where \( \epsilon_i \) can be denoted as random error or noise of an evaluation.

In this paper, we particularly focus on Kriging models as used in the Design and Analysis of Computer Experiments [17, 18]. Kriging models \( \mathcal{M} \) are based on a set of designs \( \mathbf{D} = (\mathbf{x}_1^T, \ldots, \mathbf{x}_r^T)^T \) and the corresponding responses \( \mathbf{y} = (y_1, \ldots, y_r)^T \), which approximate the actual objective function \( y(x) \). They consider the \( k \) responses as \( y_j = f(x_j)^T \vec{\beta} + Z(x_j), j = 1, \ldots, k \), where the vector \( f(x) = (f_1(x), \ldots, f_p(x))^T \) contains \( p \) monomial regression functions, e.g., \( x^2 \) or \( \tan(x) \), \( \vec{\beta} = (\beta_1, \ldots, \beta_p)^T \) is a \( p \)-dimensional vector of corresponding regression coefficients, and \( Z(x) \) is a zero mean (centered) stationary Gaussian process with dependencies specified by the covariance \( \text{Cov}\{Z(x_{j_1}), Z(x_{j_2})\} = \sigma_Z^2 r(x_{j_1}, x_{j_2}) \) for a known correlation function \( r \) and a process variance \( \sigma_Z^2 \). Consequently, it is assumed that the residuals to the regression function can be described as a multivariate Gaussian distribution.

It can be shown [18] that the best linear unbiased predictor \( \hat{y}(x) \) with respect to the mean squared prediction error is

\[
\hat{y}(x) = \underbrace{f(x)^T \vec{\beta}}_{\text{regression function}} + \underbrace{r(x)^T \mathbf{R}^{-1} \left(\mathbf{y} - \mathbf{F} \vec{\beta}\right)}_{\text{observed residuals}},
\]

where \( \vec{\beta} = (\mathbf{F}^T \mathbf{R}^{-1} \mathbf{F})^{-1} \mathbf{F}^T \mathbf{R}^{-1} \mathbf{y} \) are the regression coefficients estimated in the sense of least squares and \( \mathbf{F} = (f(x_1) \cdots f(x_k))^T \) is the \( k \times p \) matrix of regression function values for each of the \( k \) designs. Analogously, the vector of correlations between \( x \) and the already evaluated designs \( r(x) = (r(x, x_1), \ldots, r(x, x_k))^T \) and the \( k \times k \) intercorrelation matrix \( \mathbf{R} = (r(x_1, x_1), \ldots, r(x_k, x_k)) \) are defined in terms of the correlation function \( r \). Usually, a constant regression function \( f(x) = \beta_1 \)

\(^3\) Minimization problems are considered in this paper. Maximization problems can be transformed to corresponding minimization problems \( \min_{x \in \mathbf{X}} -y(x) \).
and a nonisotropic Gaussian kernel \( r(\mathbf{x}_j, \mathbf{x}_{j'}) = \exp \left( - \sum_{i=1}^{n} \theta_i |x_{ji} - x_{ji'}|^2 \right) \) are used. The model parameters \( \theta \) control the activity of the Gaussian process in each dimension. The model \( M \) based on the Gaussian correlation kernel is infinite times differentiable.

Based on the strength of the correlations, also the corresponding prediction uncertainty \( \hat{s}(\mathbf{x}) \) can be computed [18]. The predictions can then be interpreted to follow a normal distribution \( \mathcal{N}(\hat{y}(\mathbf{x}), \hat{s}(\mathbf{x})) \) with mean \( \hat{y}(\mathbf{x}) \) and standard deviation \( \hat{s}(\mathbf{x}) \). By these means, the incorporation of the accuracy of an evaluation is possible [8, 16].

## 3 Approach

The framework of our SPO approach is shown in Algorithm 7. As usual, the initial design \( \mathbf{D} = \{ \mathbf{x}_1, \ldots, \mathbf{x}_{N_{\text{init}}} \} \) for the model generation is obtained by computing a Latin hypercube sample (LHS) [14] in the specified ROI. Then, \( R_{\text{init}} \) runs of the EA with different random seeds are performed for each design \( \mathbf{x} \in \mathbf{D} \) on the test instance defined by \( T \).

In the known SPO approaches, the aggregation (AG) into a single performance value for each design is carried out directly. In contrast, we introduce a local transformation (LT) step before the results of the different runs are aggregated. The aim of LT is the preprocessing of the result distribution of each run in order to improve the estimation of the performance index in AG, e.g., a symmetric distribution for the estimation of the mean and the standard deviation. An approximately normal distribution of the results allows the uncertainty of the evaluation to be incorporated into Kriging models with nugget effect [6, 8, 16]. By these means, the robustness of a design point can also be considered.

In this paper, we empirically analyze the statistically established logarithmic, Box-Cox [4] and rank transformation [5]. All transformations are rank-
preserving, i.e., the ordering of the designs is not changed. The Box-Cox transformation is a power transformation

\[
y_i(\lambda) = \begin{cases} 
\frac{y_i^{\lambda} - 1}{\lambda \text{GM}(y)^{\lambda - 1}}, & \text{if } \lambda \neq 0 \\
\text{GM}(y) \log y_i, & \text{if } \lambda = 0 
\end{cases}
\]  

(2)

where \(\text{GM}(y)\) denotes the geometric mean of all responses. It allows a continuously defined change-over between no \((\lambda = 1)\) and a logarithmic transformation \((\lambda = 0)\). Nevertheless, the logarithmic transformation is also considered since it has already been used in the SPO framework before [10]. The exponent \(\lambda\) in the Box-Cox transformations is usually optimized using maximum likelihood estimation.

For a rank transformation, the responses are ordered and ranks are assigned starting with 1 for the best response. Consequently, the data is transformed to a uniform distribution given a complete order on the response. If ties occur, all responses are substituted by the averaged rank, i.e., the ordered responses \(y_1 = 0.1, y_2 = 0.3, y_3 = 0.3, \) and \(y_4 = 1\) would become \(\tilde{y}_1 = 1, \tilde{y}_2 = 2.5, \tilde{y}_3 = 2.5, \) and \(\tilde{y}_4 = 4\). Whereas the Box-Cox transformation can be performed design-wise using a fixed exponent \(\lambda\) estimated based on the whole data set, the rank transformation has to be computed based on ranks calculated from all available results. All these transformations can improve the characteristics of the result distribution, such as skewness, kurtosis, and the fit with the normal distribution.

After LT, the different results for each design are forwarded to AG. Usually, the mean of the runs is used in SPO. The mean is defined as average over all observed and transformed results making its estimation sensitive to outliers. Thus, the use of the median – as a more robust performance index for AG – is additionally analyzed in this paper. As already observed by Hutter et al. [10], the LT changes the actual aggregation of the individual responses. The combination of the mean and a logarithmic LT results in the logarithm of the geometric mean of the untransformed responses. This is particularly interesting with respect to often observed success or failure scenarios in multimodal optimization because the geometric mean is well suited to aggregate binary random variables. Moreover, a local Box-Cox transformation can provide a slight shift from the arithmetic to the geometric mean.

The global transformation (GT) is performed after the aggregated responses have been computed. In this step, two aims have to be achieved. For the modeling, the responses should follow a multivariate Gaussian distribution. For the sequential optimization, a clearer identification of the optimal basin is desired. Hutter et al. [10, 11] have already shown that a logarithmic transformation is able to achieve both aims for some selected test instances. In this paper, we consider a Box-Cox and a rank transformation as possible alternatives. The Box-Cox transformation is known for the ability to transform skewed, but still unimodal, distributions to normality, whereas the rank transformation will result in almost uniform distributions. Consequently, these transformations may act as extreme solutions to achieve the before-mentioned aims.
Finally, a Kriging model $\mathcal{M}$ is computed from the transformed results, as described in the previous Sect. 2. In an optimization loop, the model is then used to predict promising parameter configurations based on the second moment of the expected improvement \[19\]. The new candidates are evaluated and the data is fed back into the model.

4 Experiments

Research Question: Is there a static combination of LT, AG, and GT that is superior in general?

Preexperimental planning: Since we are interested in the effect of the transformations in a practical parameter tuning scenario, the enhanced SPO is used to tune standard EAs on established test problems. Moreover, we do not require to define a theoretical noise distribution. The distribution is created by the characteristics of the EA. To achieve general results, we are using two single-objective and two multi-objective test instances, where the one is uni- and the other is multimodal. The performance of a configuration is measured by the mean $y^*$ of the responses of the EA for the design $d^*$ returned as the best design by SPO. The mean has been chosen since it penalizes outliers with bad results and corresponds to the natural aggregation used in a Kriging model with nugget effect \[6, 8\]. This study is a first step to analyze the effect of transformations in SPO. Consequently, the estimation of the robustness of a design point, i.e., the corresponding standard deviation of the results, is not considered. In line with this decision, also the use of the nugget effect will be omitted in this study.

Task: The task is to analyze the effect of local and global transformation functions when applied in SPO on different kinds of test instances $\mathcal{T}$. In particular, the general and the problem-specific appearance of effects has to be distinguished.

Setup: The considered test cases $\mathcal{T}$ are summarized in Table 1. The multi-objective problems $S_{ZDT1}$ and $R_{ZDT4}$ are taken from the CEC 2007 competition \[9\]. SPO is given a budget of $N = 500$ EA runs. As single-objective EA, the $(\mu, \lambda)$-Evolutionary Strategy (ES) \[20\] is chosen. It is using Gaussian mutation with self-adapted step sizes. For the multi-objective problems, the S-metric-selection-based multi-objective EA (SMS-EMOA) \[2\] is used. In this algorithm, polynomial mutation with fixed step size $\eta_m = 15$ and probability $p_m = 1/n$ and simulated binary crossover (SBX) \[7\] are applied. The corresponding tuning parameters and their ROI are defined in Table 2. For each EA, three parameters are to be tuned: population size $\mu$, selection pressure $\lambda/\mu$, and initial step size $\sigma_{init}$ in the single-objective case and $\mu$, distribution index $\eta_c$, and crossover probability $p_c$ in the multi-objective case. The logarithmic transformations are performed since DACE models are relying on a stationary GP, i.e., a constant activity of the response over the considered domain (see, e.g. \[3\]). In contrast, a change of the population size from $\mu = 1$ to $\mu = 10$ surely has a bigger effect on the response compared to a change from $\mu = 100$ to $\mu = 110$. The change of the magnitude of the parameter is more important than the change in the absolute
value. The same holds for the selection pressure $\lambda/\mu$ and the initial step size $\sigma_{\text{init}}$.

For the initial design $\mathbf{D}$, $N_{\text{init}} = 30$ design points and $R_{\text{init}} = 4$ runs of each design point are used. Consequently, less than a quarter of the experimental budget is utilized for the initial design, thus focusing on the sequential model-based optimization. On single-objective problems, the objective value can be directly used as response of the corresponding run, whereas in the multi-objective case the difference in the hypervolume indicator [13] with respect to a Pareto-optimal reference set is computed. This is related to the measure internally optimized in the SMS-EMOA.

Log and Box-Cox transformations are only valid in the domain $\mathbb{R}^+$. To ensure this constraint to be met, we transform the responses shifted in the positive domain $\mathbf{Y} = \text{transformLocal}(\mathbf{Y} - \min\{\mathbf{Y}\} + \epsilon)$, where $\epsilon$ denotes the machine precision. The effects of AG, LT, and GT are analyzed within a three-way analysis of variance (ANOVA) [15]. In this ANOVA, the effects of the factors (grouping variables) are evaluated by comparing the variance explained by the factors with the variance that cannot be explained. The factors and factor levels considered are summarized in Table 3.

**Results/Visualization:** The ANOVA tables for the test functions are shown in Tables 4, 5, 6, and 7. The confidence intervals of selected multiple comparison tests for interaction effects of LT and GT based on the results of the ANOVAs are shown in Fig. 1 and Fig. 2. Histograms of the aggregated responses’ distributions are provided in Fig. 3. Moreover, the effects of the global transformation on the input data of the Kriging model are visualized. In Fig. 4 and 5, the distributions of the data before and after LT, AG, and GT are analyzed using histograms based on the results of successful combinations. A combination of LT and GT that leads to undesired results is shown in Fig. 6.

**Observations:** The most important main effect, which is significant at the 0.01 level in the ANOVAs of all considered test functions, is the one of AG. The effect of GT is significant at the 0.01 level on Rastrigin and $S_{ZDT1}$, but can only be confirmed at the 0.05 level on the sphere function. In contrast, $S_{ZDT1}$ is the sole test case where LT shows a significant effect. The most important interaction effect is the one of LT and GT, which is significant at the 0.01 level for $S_{ZDT1}$ and at the 0.05 level for the sphere problem and Rastrigin. Consequently, we focus on the main effect of AG and GT and the interaction between LT and GT in the following.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Variables</th>
<th>Objectives</th>
<th>Algorithm</th>
<th>Evaluations</th>
<th>Reference point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>30</td>
<td>1</td>
<td>($\mu$, $\lambda$)-ES</td>
<td>10000</td>
<td>–</td>
</tr>
<tr>
<td>Rastrigin</td>
<td>10</td>
<td>1</td>
<td>($\mu$, $\lambda$)-ES</td>
<td>50000</td>
<td>–</td>
</tr>
<tr>
<td>$S_{ZDT1}$</td>
<td>30</td>
<td>2</td>
<td>SMS-EMOA</td>
<td>10000</td>
<td>(2.05, 10.45)$^T$</td>
</tr>
<tr>
<td>$R_{ZDT4}$</td>
<td>10</td>
<td>2</td>
<td>SMS-EMOA</td>
<td>20000</td>
<td>(4.15, 524.95)$^T$</td>
</tr>
</tbody>
</table>
Table 2: Summary of tuning parameters considered in the experiments including their respective ranges and additional transformations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$(\mu, \lambda)$-ES</th>
<th>SMS-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI</td>
<td>${1, \ldots, 100}$</td>
<td>$[1, 50]$</td>
</tr>
<tr>
<td>Transf.</td>
<td>log$_{10}$</td>
<td>log$_{10}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>[2, 100]</td>
<td>[1, 50]</td>
</tr>
<tr>
<td>$\lambda/\mu$</td>
<td>0.001, $(u - 1)/2$</td>
<td>$[1, n, 1]$</td>
</tr>
<tr>
<td>$\sigma_{init}$</td>
<td>log$_{10}$</td>
<td>none</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>${1, \ldots, 1000}$</td>
<td>none</td>
</tr>
<tr>
<td>$n_c$</td>
<td>$[1, 50]$</td>
<td>none</td>
</tr>
</tbody>
</table>

Table 3: The factors of the full factorial design and their levels.

<table>
<thead>
<tr>
<th>Factor</th>
<th>LT</th>
<th>AG</th>
<th>GT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>none</td>
<td>mean</td>
<td>none</td>
</tr>
<tr>
<td>Levels</td>
<td>{none, Box-Cox, log, rank}</td>
<td>{mean, median}</td>
<td>{none, Box-Cox, log, rank}</td>
</tr>
</tbody>
</table>

A multiple comparison test based on the results of the ANOVA shows that the mean aggregation always shows a significant improvement ($\alpha = 0.05$) compared to the median. Considering GT, a rank transformation is significantly superior to the Box-Cox transformation on the sphere problem, a logarithmic or no transformation on Rastrigin, and to all other transformations on $S_{ZDT1}$. In return, the rank transformation is not significantly outperformed by any other GT. The confidence intervals with respect to the different combinations of LT and GT are shown in Fig. 1 and Fig. 2. For the sphere problem and $R_{ZDT4}$, no plots are shown since no significant differences can be detected. On Rastrigin, the Box-Cox transformation is superior to no GT when LT is omitted or a rank transformation is performed. On $S_{ZDT1}$, all pairwise combinations of Box-Cox and logarithmic transformations result in a bad performance of SPO. This leads to an outperformance of the logarithmic transformation by the approach using no GT based on a grouping of all possible local transformations. Nevertheless,

Table 4: ANOVA table for the full factorial experiment on the sphere problem.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>$F$</th>
<th>Prob $&gt; F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Trans. (LT)</td>
<td>2.2e-5</td>
<td>3</td>
<td>7.4e-6</td>
<td>2.00</td>
<td>0.1119</td>
</tr>
<tr>
<td>Aggregation (AG)</td>
<td>2.7e-5</td>
<td>1</td>
<td>2.7e-5</td>
<td>7.40</td>
<td>0.0066</td>
</tr>
<tr>
<td>Global Trans. (GT)</td>
<td>3.0e-5</td>
<td>3</td>
<td>1.0e-5</td>
<td>2.76</td>
<td>0.0412</td>
</tr>
<tr>
<td>LT*AG</td>
<td>1.2e-5</td>
<td>3</td>
<td>3.9e-6</td>
<td>1.06</td>
<td>0.3655</td>
</tr>
<tr>
<td>LT*GT</td>
<td>7.6e-5</td>
<td>9</td>
<td>8.5e-6</td>
<td>2.30</td>
<td>0.0146</td>
</tr>
<tr>
<td>AG*GT</td>
<td>1.7e-5</td>
<td>3</td>
<td>5.5e-6</td>
<td>1.50</td>
<td>0.2133</td>
</tr>
<tr>
<td>LT<em>AG</em>GT</td>
<td>2.2e-5</td>
<td>9</td>
<td>2.5e-6</td>
<td>0.68</td>
<td>0.7316</td>
</tr>
<tr>
<td>Error</td>
<td>5.8e-3</td>
<td>1568</td>
<td>3.7e-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>6.0e-3</td>
<td>1599</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5: ANOVA table for the full factorial experiment on Rastrigin.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>F</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Trans. (LT)</td>
<td>1.4e+1</td>
<td>3</td>
<td>4.7e+0</td>
<td>1.94</td>
<td>0.1213</td>
</tr>
<tr>
<td>Aggregation (AG)</td>
<td>3.6e+1</td>
<td>1</td>
<td>3.6e+1</td>
<td>14.92</td>
<td>0.0001</td>
</tr>
<tr>
<td>Global Trans. (GT)</td>
<td>3.7e+1</td>
<td>3</td>
<td>1.2e+1</td>
<td>5.02</td>
<td>0.0018</td>
</tr>
<tr>
<td>LT*AG</td>
<td>4.1e+1</td>
<td>3</td>
<td>1.4e+1</td>
<td>5.57</td>
<td>0.0008</td>
</tr>
<tr>
<td>LT*GT</td>
<td>4.3e+1</td>
<td>9</td>
<td>4.7e+0</td>
<td>1.94</td>
<td>0.0429</td>
</tr>
<tr>
<td>AG*GT</td>
<td>1.2e+1</td>
<td>3</td>
<td>4.0e+0</td>
<td>1.64</td>
<td>0.1780</td>
</tr>
<tr>
<td>LT<em>AG</em>GT</td>
<td>2.9e+1</td>
<td>9</td>
<td>3.3e+0</td>
<td>1.34</td>
<td>0.2095</td>
</tr>
<tr>
<td>Error</td>
<td>3.8e+3</td>
<td>1568</td>
<td>2.4e+0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4.0e+3</td>
<td>1599</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: ANOVA table for the full factorial experiment on S_ZDT1.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>F</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Trans. (LT)</td>
<td>4.0e-4</td>
<td>3</td>
<td>1.3e-4</td>
<td>33.47</td>
<td>0.0000</td>
</tr>
<tr>
<td>Aggregation (AG)</td>
<td>2.7e-5</td>
<td>1</td>
<td>2.7e-5</td>
<td>6.77</td>
<td>0.0093</td>
</tr>
<tr>
<td>Global Trans. (GT)</td>
<td>5.8e-4</td>
<td>3</td>
<td>1.9e-4</td>
<td>48.21</td>
<td>0.0000</td>
</tr>
<tr>
<td>LT*AG</td>
<td>5.9e-6</td>
<td>3</td>
<td>2.0e-6</td>
<td>0.49</td>
<td>0.6872</td>
</tr>
<tr>
<td>LT*GT</td>
<td>1.3e-3</td>
<td>9</td>
<td>1.5e-4</td>
<td>37.26</td>
<td>0.0000</td>
</tr>
<tr>
<td>AG*GT</td>
<td>1.2e-5</td>
<td>3</td>
<td>4.1e-6</td>
<td>1.02</td>
<td>0.3835</td>
</tr>
<tr>
<td>LT<em>AG</em>GT</td>
<td>2.4e-5</td>
<td>9</td>
<td>2.6e-6</td>
<td>0.66</td>
<td>0.7476</td>
</tr>
<tr>
<td>Error</td>
<td>6.2e-3</td>
<td>1568</td>
<td>4.0e-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8.6e-3</td>
<td>1599</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the worst results are obtained when performing no transformations at all, which corresponds to the classical SPO approach.

In the histograms of Fig. 3, all nontransformed distributions are heavily skewed to the right. By applying a logarithmic transformation, the distribution becomes left-skewed on the sphere and approximately symmetric on the Rastrigin problem, whereas the response distributions of the multi-objective problems are still right-skewed. The Box-Cox transform is able to reduce the skewness on all considered test instances. Only on R_ZDT4, the distribution is still slightly skewed to the right. Based on the plots of transformed responses, it can be seen that the distributions are not unimodal. Both the logarithmic and the Box-Cox transformation are rank-preserving. Consequently, they cannot change the modality of the distribution.

In Fig. 4 and Fig. 5, which visualize the effect of the different transformation steps for successful combinations of LT and GT, an improvement of the residuals’ fit with the normal distribution can be observed after the LT. Moreover, the skewness of the original distribution of the aggregated responses can be reduced by the GT. Nevertheless, no approximately normal distribution of the aggregated responses can be obtained due to the multimodality. As shown Fig. 6, a
Table 7: ANOVA table for the full factorial experiment on R_ZDT4.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>F</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Trans. (LT)</td>
<td>3.6e+1</td>
<td>3</td>
<td>1.2e+1</td>
<td>1.17</td>
<td>0.3201</td>
</tr>
<tr>
<td>Aggregation (AG)</td>
<td>6.3e+2</td>
<td>1</td>
<td>6.3e+2</td>
<td>61.28</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Global Trans. (GT)</td>
<td>2.0e+1</td>
<td>3</td>
<td>6.7e+0</td>
<td>0.65</td>
<td>0.5840</td>
</tr>
<tr>
<td>LT*AG</td>
<td>1.5e+1</td>
<td>3</td>
<td>4.9e+0</td>
<td>0.48</td>
<td>0.6998</td>
</tr>
<tr>
<td>LT*GT</td>
<td>9.3e+1</td>
<td>9</td>
<td>1.0e+1</td>
<td>1.01</td>
<td>0.4317</td>
</tr>
<tr>
<td>AG*GT</td>
<td>4.6e+1</td>
<td>3</td>
<td>1.5e+1</td>
<td>1.51</td>
<td>0.2112</td>
</tr>
<tr>
<td>LT<em>AG</em>GT</td>
<td>5.8e+1</td>
<td>9</td>
<td>6.4e+0</td>
<td>0.63</td>
<td>0.7739</td>
</tr>
<tr>
<td>Error</td>
<td>1.6e+4</td>
<td>1568</td>
<td>1.0e+1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.7e+4</td>
<td>1599</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1: Confidence intervals of the multiple comparison test for the interaction effect of LT and GT based on the results of the ANOVA on Rastrigin. The colors indicate significant differences (red outperforms blue) at the \( \alpha = 0.05 \) level. The gray confidence intervals are overlapping, thus, marking incomparable results.

combination of equal or similar, e.g., Box-Cox and logarithmic, transformations can result in a severe change of the response distribution that deteriorates the performance of SPO.

Discussion: Of course, the significance of the effect of AG is biased by the decision for using the mean over all runs as performance criterion. This decision was made based on practical considerations, such as the robustness with respect to negative outliers and the interpretation of a Kriging prediction as normal distri-
A Rank Transformation Can Improve SPO

Fig. 2: Confidence intervals of the multiple comparison test for the interaction effect of LT and GT based on the results of the ANOVA on S\textsubscript{ZDT1}. The colors indicate significant differences (red outperforms blue) compared to the version without transformations at the $\alpha = 0.05$ level.

The improvements obtained by the rank transformation on most of the considered problems are stunning. In particular with regard to the smooth and continuously defined Kriging models with Gaussian kernel, the good performance is surprising since the rank transformation introduces a stair structure to the modeled response. An explanation of this effect may be based on the skewness of the aggregated responses. In Fig. 3 it is shown that the results’ distribution over the runs in SPO is highly skewed. Continuous transformations can reduce the skewness, but as shown on R\textsubscript{ZDT4}, they are not always successful. The transformation to a uniform distribution, which is performed by a rank transformation, directly results in a non-skewed distribution (cf. Fig. 4). Consequently, the center of mass is shifted to the center of the Gaussian process used for the
aggregated data before the modeling improved the results of SPO. An additional transformation to the more robust median estimate. Furthermore, a rank-transformation of the raw data is required. Given the mean performance as quality criterion, the mean was superior to the more efficient median estimate. Therefore, applying different AG, LT, and GT functions within the SPO framework is useful. To study the utility of applying different AG, LT, and GT functions within the SPO framework, we analyzed 5 Conclusion and Outlook

Thus, a better setup of SPO cannot provide significant improvements.

The absence of significant results on Rastigin is based on a floor effect. The test function is too hard to be solved by any parameterization of the SMS-EMOA. Thus, a better setup of SPO cannot provide significant improvements.

5 Conclusion and Outlook

Based on four test instances representing different problem classes, we analyzed the utility of applying different AG, LT, and GT functions within the SPO framework. Given the mean performance as quality criterion, the mean was superior to the more efficient median estimate. Furthermore, a rank-transformation of the aggregated data before the modeling improved the results of SPO. An additional

Fig. 3: Histograms of the aggregated responses' distributions. In the left column, the original data obtained by SPO runs with the default configuration are shown. In the middle and right column, the histograms of the respective transformations of these responses are presented. Kriging prediction. This results in a higher efficiency of the sequential optimization in SPO. The absence of significant results on R\textsubscript{ZDT4} is based on a floor effect. The test function is too hard to be solved by any parameterization of the SMS-EMOA. Thus, a better setup of SPO cannot provide significant improvements.
A Rank Transformation Can Improve SPO

transformation – rank, logarithmic, or Box-Cox – prior to the aggregation resulted in an improved fit of the residuals with the normal distribution, but did not show significant improvements for all considered test instances. Nevertheless, this LT has to be in accordance with the GT after the aggregation since a strong interaction between both transformations exists.

The superiority of the rank transformation has been shown based on an established and well-chosen, but small set of test instances. All these test instances result in heavily right-skewed distributions of aggregated response values. By transforming the results to a uniform distribution, the rank GT obtains a non-skewed training sample for Kriging. Additional experiments on further test instances should be performed in order to support this result’s generality. The weak effect of the LT may be related to the chosen Kriging approach without nugget effect. Thus, the analysis of LT should also be performed in the context of Kriging models with homo- and heterogeneous nugget effect. Based on the variety of different kinds of problems, an adaptive approach that selects the transformation function based on a data analysis of the observed responses is still desired. We have developed first adaptive approaches we are analyzing right now.

Fig. 4: Histograms of the complete set of observed responses before (left) and after (center) the LT and of the final aggregated responses after GT (right) for the successful combination of a logarithmic LT and a rank GT on the sphere problem. At the bottom, the effect of the LT on the normality of the residuals, which are computed based on the estimated mean and standard deviation of each parameter vector, is shown.
Fig. 5: Histograms of the complete set of observed responses before (left) and after (center) the LT and of the final aggregated responses after GT (right) for the successful combination of a rank LT and a Box-Cox GT on S_{ZDT1}. At the bottom, the effect of the LT on the normality of the residuals, which are computed based on the estimated mean and standard deviation of each parameter vector, is shown.
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Fig. 6: Histograms of the complete set of observed responses before (left) and after (center) the LT and of the final aggregated responses after GT (right) for the poorly performing combination of a logarithmic LT and GT on Rastrigin. At the bottom, the effect of the LT on the normality of the residuals, which are computed based on the estimated mean and standard deviation of each parameter vector, is shown.
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Abstract. In water resource management, efficient controllers of stormwater tanks prevent flooding of sewage systems, which reduces environmental pollution. With accurate predictions of stormwater tank fill levels based on past rainfall, such controlling systems are able to detect state changes as early as possible. Up to now, good results on this problem could only be achieved by applying special-purpose models especially designed for stormwater prediction. The question arises whether it is possible to replace such specialized models with state-of-the-art machine learning methods, such as Support Vector Machines (SVM) in combination with consequent parameter tuning using sequential parameter optimization, to achieve competitive performance. This study shows that even superior results can be obtained if the SVM hyperparameters and the considered preprocessing is tuned. Unfortunately, this tuning might also result in overfitting or oversearching – both effects would lead to declined model generalizability. We analyze our tuned models and present possibilities to circumvent the effects of overfitting and oversearching.

1 Introduction

Environmental engineering offers important concepts to preserve clean water and to protect the environment. Stormwater tanks are installed to stabilize the load on the sewage system by preventing rainwater from flooding the sewage network and by supplying a base load in dry periods. Mostly, heavy rainfalls are the reason for overflows of stormwater tanks, causing environmental pollution from wastewater contaminating the environment. To avoid such situations, the effluent of the stormwater tanks must be controlled effectively and possible future state changes in the inflow should be detected as early as possible. The time series regression problem of predicting a stormwater tank fill level at time $t$ from a fixed window of past rainfall data from time $t$ back to time $t - W$ will be referred to as the stormwater problem in the remainder of this paper.

A model that predicts fill levels by means of rainfall data can be an important aid for the controlling system. Special sensors (Fig. 1) record time series data which can be used to train such a model.

Although many methods exist for time series analysis [4], ranging from classical statistical regression to computational statistics, such methods often require
time-consuming investigations on the hyperparameter selection and preprocessing of the data. Besides that, the results are often worse than special-purpose models which are designed from scratch for each new problem. This situation is of course very unsatisfying for the practitioner in environmental engineering, because new models have to be created and parameters have to be tuned manually for each problem.

For this reason, it would be an advantage to have some standard repertoire of methods which can be easily adapted to new problems. In this paper we use support vector machines (SVMs) [6] for Support Vector Regression as a state-of-the-art method from machine learning and apply them to the stormwater problem. SVMs are known to be a strong method for classification and regression. It has to be noted here, that because of the data sets are time series, records are not necessarily independent of each other, as in normal regression. Therefore we investigate generic preprocessing operators to embed time series data and to generate new input features for the SVM model. In addition, we use sequential parameter optimization (SPOT) [2] and a genetic algorithm (GA) to find good hyperparameter settings for both preprocessing and SVM parameters. We analyze the robustness of our method against overfitting and oversearching of hyperparameters. Preliminary work in stormwater prediction has been done by Hilmer [9], Bartz-Beielstein et al. [3] and Flasch et al. [7]. A conclusion of these previous publications is that good results can be obtained with specialized models (which are ‘hand-crafted’ and carefully adapted to the stormwater problem).

The main hypotheses of this paper are:

**H1** It is possible to move away from domain-specific models without loss in accuracy by applying modern machine learning algorithms and modern parameter tuning methods on data augmented through generic time-series preprocessing operators.

**H2** Parameter tuning for stormwater prediction leads to oversearching, yielding too optimistic results on the dataset during tuning.

Hypothesis **H2** puts emphasis on the fact that a distinction between validation set (used during tuning) and test set (used for evaluation) is essential to correctly quantify the benefits from parameter tuning in data mining. The oversearching
issue is prevalent in data mining since the output function to tune shows often a high variance when the data used for training or tuning are selected differently.

2 Methods

2.1 Stormwater Tank Data

Time series data for this case study are collected from a real stormwater tank in Germany and consists of 30,000 data records, ranging from April to August 2006. Rainfall data are measured in three-minute intervals by a pluviometer as shown in Fig. 1. As training set we always used a 5,000 record time window (Set 2, Fig. 2) in order to predict another 5,000 record time window for testing (Set 4) which is not directly successive with regard to time to the training period (see Tab. 1). Later, we conducted a hyperparameter tuning with SPOT and feature selection where we used all 4 different datasets \{Set1, Set2, Set3, Set4\}, each containing 5,000 records to analyze the robustness of our approach against overhearing and overfitting.

![Time window used for training (Set 2) containing rainfall and fill level of the stormwater tank.](image)

Table 1: Real-world time series data from a stormwater tank in Germany.

<table>
<thead>
<tr>
<th>Set</th>
<th>Start Date</th>
<th>End Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 3</td>
<td>2006-06-19 03:01:00</td>
<td>2006-07-06 11:41:00</td>
</tr>
<tr>
<td>Set 4</td>
<td>2006-07-23 20:21:00</td>
<td>2006-08-10 05:01:00</td>
</tr>
</tbody>
</table>
2.2 Evaluation of Models

The prediction error on the datasets is taken as objective function for SPOT and for the GA. For comparing models, we calculate the root mean squared error (RMSE) as a quality measure, where $\langle \cdot \rangle$ denotes averaging over all measurements:

$$RMSE = \sqrt{\langle (Y_{\text{predicted}} - Y_{\text{true}})^2 \rangle}$$  \hspace{0.5cm} (1)

We also incorporate a naïve prediction, always predicting the mean value of the training period.

2.3 Sequential Parameter Optimization

The main purpose of SPOT is to determine improved parameter settings for search and optimization algorithms and to analyze and understand their performance.

During the first stage of experimentation, SPOT treats an algorithm $A$ as a black box. A set of input variables $x$, is passed to $A$. Each run of the algorithm produces some output $y$. SPOT tries to determine a functional relationship $F$ between $x$ and $y$ for a given problem formulated by an objective function $f : u \rightarrow v$. Since experiments are run on computers, pseudorandom numbers are taken into consideration if:

- the underlying objective function $f$ is stochastically disturbed, e.g., measurement errors or noise occur, and/or
- the algorithm $A$ uses some stochastic elements, e.g., mutation in evolution strategies.

SPOT employs a sequentially improved model to estimate the relationship between algorithm input variables and its output. This serves two primary goals. One is to enable determining good parameter settings, thus SPOT may be used as a tuner. Secondly, variable interactions can be revealed for helping in understanding how the tested algorithm works when confronted with a specific problem or how changes in the problem influence the algorithm’s performance. Concerning the model, SPOT allows for insertion of virtually any available model. However, regression and Kriging models or a combination thereof are most frequently used. The Kriging predictor used in this study uses a regression constant $\lambda$ which is added to the diagonal of the correlation matrix. Maximum likelihood estimation was used to determine the regression constant $\lambda$ [1, 8].

2.4 The INT2 Model for Predictive Control of Stormwater Tanks

In previous works [3, 12], the stormwater tank problem was investigated with different modeling approaches, among them FIR, NARX, ESN, a dynamical system based on ordinary differential equations (ODE) and a dynamical system based on integral equations (INT2). All models in these former works were systematically optimized using SPOT [2]. Among these models the INT2 approach turned out to be the best one [3]. The INT2 model is an analytical regression
model based on integral equations. Disadvantages of the INT2 model are that it is a special-purpose model only designed for stormwater prediction and that it is practically expensive to obtain an optimal parameter configuration: the parameterization example presented in [3] contains 9 tunable parameters which must be set. In this paper we compare hand-tuned INT2 parameters with the best parameter configuration found by SPOT in former study [3].

2.5 Support Vector Machines

Support Vector Machines have been successfully applied to regression problems by Drucker et al. [6], Müller et al. [14], Mattera and Haykin [13], and Chan and Lin [5]. In these studies the method has been shown to be superior to many other methods especially when the dimensionality of the feature space is very large.

![Fig. 3: Example for Support Vector Regression. A tube with radius $\epsilon$ is learned to represent the real target function. Possible outliers are being regularized considering a positive slack variable $\xi$.](image)

Support Vector Machines transform the input space of the training data to a higher-order space using a non-linear mapping, e.g. a radial basis function. In this higher order space a linear function is learned, which has at most $\epsilon$ deviation from the real values in general and outliers are regularized by means of the parameter $\xi$. An example for Support Vector Regression and its parameters $\epsilon$ and $\xi$ is depicted in Fig. 3. The transformation to a higher-order space by a non-linear kernel function with parameter $\gamma$ is not shown here. For a more detailed description of SVM we therefore refer to Smola and Schölkopf [16].

2.6 Preprocessing for Time Series Modeling

In an accompanying work [11] we have analyzed the effects of different preprocessing methods for the stormwater problem. Time series prediction models can benefit from preprocessing operators which generate new features based on the input data. It turns out that best results were obtained with the following preprocessing ingredients:

- Embedding of the input data [10]. Here, the fill level of stormwater overflow tanks $l(t)$ can be represented by a function $F$ on past input features, more
precisely by the rainfall $r(t)$ up to $r(t - W)$, where $t$ indicates time and $W \in \mathbb{N}^+$ is the embedding dimension:

$$l(t) := F(r(t), r(t - 1), r(t - 2), ..., r(t - W))$$ (2)

- Leaky integration of rainfall (termed leaky rain) which is computed as follows:

$$L(t) = \sum_{i=0}^{T} (\lambda^i \cdot r(t - i))$$ (3)

where $\lambda \in [0, 1]$ and $T \in \mathbb{N}^+$ is the length of the integration window. Best results with SVM and leaky rain preprocessing can be obtained with two different leaky rain functions using two different values $\lambda_1, \lambda_2$ and $T_1, T_2$, resp (see Fig. 4).

- More details on the preprocessing are given in [11]. Sequential Parameter Optimization (SPOT) was used to tune the SVM and the preprocessing parameters.

The results of the SPOT tuning are shown in Tab. 2 and Tab. 3. It might be surprising at first sight that the RMSE for Set 2, the data set on which each SVM was trained, is considerably larger than for all other test sets. This is in contrast to normal overfitting where one would expect the training set error to be lower than all other errors. But here Set 2 (see Fig. 2) is considerably more difficult than all other data sets since it contains long time intervals with 100% fill level which are difficult to reproduce from the observed rainfall alone for any predictive model.

In Tab. 3 the evaluation of the SPOT-tuned SVM model, a naïve predictor (predicting the mean value of the training set) and the special-purpose model INT2 on data sets 1-4 is shown. The worst result is obtained with the naïve prediction, which is no surprise, because no learning is included in this approach. SVM (default) gives mediocre results, while SVM (SPOT-tuned) is comparable to INT2. Tuning was done using the RMSE on Set 4. As a first conclusion drawn out of these results it seems to be possible to achieve competitive results to special-purpose models using our tuned Support Vector Regression model for the fill level problem.
Table 2: Best SPOT parameter configuration for all tuned parameters evaluated on set 4. The region of interest (ROI) bounds are the final values after preliminary runs.

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Best Value found</th>
<th>ROI</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>$W_1$</td>
<td>39</td>
<td>[2, 60]</td>
<td>embed. dimension 1</td>
</tr>
<tr>
<td></td>
<td>$W_2$</td>
<td>16</td>
<td>[2, 60]</td>
<td>embed. dimension 2</td>
</tr>
<tr>
<td></td>
<td>$T_1$</td>
<td>114</td>
<td>[50, 120]</td>
<td>leaky window size 1</td>
</tr>
<tr>
<td></td>
<td>$T_2$</td>
<td>102</td>
<td>[50, 120]</td>
<td>leaky window size 2</td>
</tr>
<tr>
<td></td>
<td>$\lambda_1$</td>
<td>0.0250092</td>
<td>[0.00001, 0.3]</td>
<td>leaky decay 1</td>
</tr>
<tr>
<td></td>
<td>$\lambda_2$</td>
<td>0.225002</td>
<td>[0.00001, 0.3]</td>
<td>leaky decay 2</td>
</tr>
<tr>
<td>SVM</td>
<td>$\gamma$</td>
<td>0.0116667</td>
<td>[0.005, 0.3]</td>
<td>RBF kernel width</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0.0116667</td>
<td>[0.005, 0.3]</td>
<td>$\epsilon$-insensitive loss fct.</td>
</tr>
<tr>
<td></td>
<td>$\chi$</td>
<td>1.25</td>
<td>[0, 10]</td>
<td>penalty term</td>
</tr>
</tbody>
</table>

Table 3: Evaluation of all models on time windows 1-4. Shown are the RMSE values, when trained on set 2. SVM (default) means results with default SVM kernel parameters, while SVM (SPOT-tuned) represents mean values obtained in five runs of SPOT.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve prediction</td>
<td>33.56</td>
<td>42.39</td>
<td>34.63</td>
<td>33.34</td>
</tr>
<tr>
<td>INT2 (hand-tuned)</td>
<td>7.74</td>
<td>24.27</td>
<td>12.39</td>
<td>10.61</td>
</tr>
<tr>
<td>SVM (default)</td>
<td>11.81</td>
<td>44.82</td>
<td>18.55</td>
<td>14.33</td>
</tr>
<tr>
<td>SVM (SPOT-tuned)</td>
<td>10.45</td>
<td>43.92</td>
<td>12.93</td>
<td>7.69</td>
</tr>
</tbody>
</table>

3 Experiments: The Effects of Tuning and Selection

The experimental analysis here and in [11] is based on the radial basis SVM kernel from the \textit{e1071} SVM-implementation in R, since we achieved best results with this kernel choice.

All SVM models obtained in this work are sensitive to the parameters for preprocessing and modeling. It has been shown in [11] that a too large number of irrelevant input features can lead to significantly worse results. Although the input features have been extended first by leaky rain embedding and then tuned by a model-based parameter optimization technique (SPOT), it is not clear if

1. the model is generic enough to perform well on different test data and
2. all input features determined by SPOT are really relevant to achieve a good prediction accuracy.

For clarifying the first point, we investigate if our models lead to misleading fits when we evaluate them on different test sets. A misleading model in machine learning can be characterized by the terms \textit{oversearching} and \textit{overfitting} [15]. Oversearching occurs when the learned concept is misleading due to its tailoring to the training goal caused by a too extensive search. In contrast to the well-known concept of overfitting, an oversearched model must not necessarily be “overcomplex”, but rather misleading due to a too extensive search for the best hyperparameters, i.e. model and preprocessing parameters.
The second point can be clarified by a consequent feature selection mechanism, that creates subsets of input features which are used to build models and then evaluated. Here we perform a model optimization by GA feature selection, where a binary string defines the feature set of the embedded leaky rain input features.

The following list of experiments describes our route for a critical investigation of issues related to overfitting and oversearching caused by parameter tuning and feature selection:

**T1** Parameter tuning using SPOT for SVM parameters and preprocessing parameters, where the objective function for SPOT is evaluated on different validation sets;

**T2** Feature Selection by Genetic Algorithms applied to the optimal parameter configurations of T1;

**T3** Final parameter tuning using SPOT for parameter configuration obtained on the reduced feature set from step T2;

### 3.1 T1: Oversearching by SPOT

In our last models we used the prediction error gathered on the test data set as the objective function value for the hyperparameter tuning with SPOT. In the real world this value is unknown and when available during optimization it adds unrealistic benefits to the tuned model. In order to perform a fair comparison and to show the benefits of parameter tuning in a more realistic setting, we should use a different objective function. Otherwise the test set error might be too optimistic due the model being tuned and tested on the same set. In Tab. 4, we present the mean results of five SPOT runs for the SVR model to determine optimal parameter settings which are then alternately evaluated on the sets 1,3,4. Again, data set 2 has been used for training. The best configuration found by SPOT is then applied in turn to the other sets (columns) resulting in 3 RMSE values for each parameter configuration. We used the Matlab version of SPOT allowing a total budget of 200 SVM models to be built and a maximum number of 500 samples in the metamodel.

A good indicator for oversearching is when best values are often present in the diagonal of the table. It can be seen that this is the case for all validation sets of Tab. 4. Besides this, standard deviations of the offdiagonal values are also larger than the values on the diagonal.

We quantify the oversearching effect by evaluating the following formula: let $R_{vt}$ denote the RMSE for row $v$ and column $t$ of Tab. 4. We define

$$V_t = \frac{S_t - R_{tt}}{R_{tt}} \quad \text{with} \quad S_t = \frac{1}{3} \left( \sum_{v=1}^{4} R_{vt} - R_{tt} \right) \quad (4)$$

With $S_t$ we evaluate the mean off-diagonal RMSE for the columns $t = \{1, 2, 3\}$ which is an indicator of the true strength of the tuned model on independent test data. The diagonal elements $R_{tt}$ are considerably lower in each column of
Table 4: Results of SPOT tuning on the stormwater problem. In each row 1-3 of the table, SPOT tunes the RMSE on validation set 1,3,4 leading to different SPOT-tuned parameter configurations. These configurations were applied to the test sets (columns) to make the results comparable. Each experiment was repeated five times with different seeds and we show the mean RMSE; the numbers in brackets indicate the standard deviations.

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Set 1</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validation</td>
<td>9.11 (0.56)</td>
<td>16.40 (6.42)</td>
<td>12.88 (5.50)</td>
</tr>
<tr>
<td>Set 3</td>
<td>10.82 (1.55)</td>
<td>12.78 (0.34)</td>
<td>12.36 (3.46)</td>
</tr>
<tr>
<td>Set 4</td>
<td>10.45 (0.28)</td>
<td>12.93 (0.35)</td>
<td>7.69 (0.48)</td>
</tr>
</tbody>
</table>

Tab. 4. In case of no oversearching, a value of $V_t$ close to zero would be expected, whereas values larger than zero indicate oversearching.

In summary, a consequent tuning is beneficial but the tuned RMSE is often subject to oversearching effects. E.g. in our case the RMSE on a certain test set was on average 32% higher\(^1\) when the tuned model had not seen the test data before (the realistic case) as compared to the lower value when the test data were used during tuning (T=V).

3.2 T2: Feature Selection

A Genetic Algorithm (GA) is used to determine good feature subsets for the SVM regressor. We rely here on the GA approach because it has some advantages compared to other feature selection methods: Iterative search algorithms can be used to determine feature subsets, where more features are added or eliminated to build the final feature set (Feature Forward Selection and Feature Backward Elimination). Unfortunately these methods often get stuck in locally optimal feature subsets where they finally converge. GAs offer the possibility to flee out of such local optima and find the global optimum given enough iterations.

**Experimental Setup** In our experimental analysis we started five GA runs, each with a population size of 100, elitist selection strategy (e.g. the best 20\% of total population were definitely survivors) and termination after 100 generations. GA parameters where chosen by means of preliminary runs. Each GA individual has $N$ genes, each of which representing whether a certain feature should be included in the model or not. The basis input feature set consisted of all features drawn from a sample SPOT-tuned configuration set as described in Sec. 3.1. Here, the gene length $N$ equals the sum of the embedding dimensions for the two leaky rain functions, ranging from 55 to 92. The candidate solution is mapped to a feature vector which is passed to the feature selection preprocessing script before

\(^1\) average of all $V_t$ in Tab. 4
the SVM model is built. This process has an overall runtime of about 17 hours on a 2.4 GHz Intel Xeon CPU.

**Results** In each objective function, the RMSE was calculated on the validation sets as defined in Sec. 2.1. This resulted in different feature vectors, which were evaluated again on each validation set. The number of selected features ranges from a minimal feature set of 5 (mean value of GA runs when set 1 was used for evaluation) up to a maximum feature set of 50 (mean value of 5 GA runs). The number of features only vary slightly for runs of the same configuration, but usually differ for different configurations.

The evaluation is presented in Tab. 5. Again it has to be noted, that all configurations seem to suffer from oversearching, when the validation set $V$ (the set on which the GA was performed) is equal to the test set $T$: the diagonal in Tab. 5 shows always the seemingly best values. Compared with the results gathered by the SPOT tuning (Tab. 4), GA feature selection leads to a slightly better predictive performance if we look at $S_t$, the mean off-diagonal RMSE.

Table 5: Mean results of five runs using feature selection by genetic algorithms. SVM and preprocessing parameters were obtained using the SPOT configurations 1,3,4 (see Sec. 3.1). The table shows the RMSE values for feature subsets on the validation sets leading to different feature configurations (rows). These configurations were evaluated on the test sets (columns); values in brackets indicate the standard deviation over five runs.

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 3</th>
<th>Set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Validation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set 1</td>
<td><strong>9.36 (0.11)</strong></td>
<td>15.48 (0.90)</td>
<td>11.44 (0.91)</td>
</tr>
<tr>
<td>Set 3</td>
<td>10.80 (0.19)</td>
<td><strong>12.11 (0.59)</strong></td>
<td>7.78 (0.30)</td>
</tr>
<tr>
<td>Set 4</td>
<td>10.99 (0.07)</td>
<td>13.04 (0.04)</td>
<td><strong>7.36 (0.03)</strong></td>
</tr>
<tr>
<td>$S_t$</td>
<td>10.90</td>
<td>14.26</td>
<td>9.61</td>
</tr>
<tr>
<td>$V_t$</td>
<td>16.40%</td>
<td>17.75%</td>
<td>30.57%</td>
</tr>
</tbody>
</table>

Even when feature selection does not produce much better results than SPOT tuning alone, it has an obvious positive effect on the RMSE ranges: the standard deviations of the configurations are considerably smaller with feature selection than without, leading to better generalizing models. Also the variance between the three off-diagonal RMSE’s is lower than the high off-diagonal variance observed in experiment T1. A reason for this might be the complexity decrease of the models due to the lower number of input features. In addition to this, the runtime for model-building is also reduced.

### 3.3 T3: Final Optimization Using SPOT

One might expect that the best parameter configuration of SVM and embedding parameters has changed with the reduced feature subset found by GA. To check this hypothesis we have conducted SPOT again for two runs of the GA feature
configurations, leading to tuned parameter configurations for the reduced feature sets. Although we observed slight improvements on the validation data set used for tuning, the results got worse on the test sets which indicates overtuning caused by this optimization. As a consequence we claim that the parameter configurations of $T_1$ are still valid after GA optimization. Nevertheless we cannot exclude that this final step can be important in other applications. We suggest to perform a parameter tuning, as soon as there is a change in the input to the regression model, at least for a few runs.

4 Conclusion and Outlook

We analyzed different predictive models based on Support Vector Machines (SVM) for a practical application named stormwater prediction. The results gathered by the general SVM method are in most cases better than the best-known special-purpose model (INT2). This can be seen as a confirmation of our hypothesis $H_1$. It might have a great impact for applications which need a lot of similar models to be built since with our approach most of the time-consuming work of defining and tuning domain-specific models can be replaced by automatic processes.

Our results have also shown that one has to be careful when optimizing data-mining models by means of parameter tuning, e.g. with SPOT and GA: parameter tuning will often lead to oversearching and to too optimistic error estimates on the data sets used for tuning (as measured by $V_t$ in Tab. 4 and Tab. 5), which was the statement of our hypothesis $H_2$. Therefore the distinction between validation data sets (used for tuning) and independent test sets is essential to obtain a realistic estimate on the improvement reached by tuning. Nevertheless, our results have shown that tuning leads to better models as measured by independent test set RMSE. Also feature selection led to more stable results in our case study, which indicates better-generalizing models. In a nutshell, feature selection and SPOT tuning can help to improve results, but must always be validated on different test sets to recognize possible overfitting and oversearching effects.

Although the user is satisfied with the current results, we plan to extend and validate our study on other datasets, first by applying our methodology to different stormwater tanks and more comprehensive data (time periods stretching over several years). Also we want to increase the prediction horizon to larger values, enabling longer response times for the effluent control. Furthermore, other time series problems will be investigated, especially problems where no good preprocessing is known yet.
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