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ABSTRACT
Sequential parameter optimization (SPO) is a heuristic that
combines classical and modern statistical techniques to im-
prove the performance of search algorithms and optimiza-
tion tasks. Since only a fraction of the interesting industrial
Problems are single objective it is fundamental to provide al-
gorithms with the SPO-Toolbox (SPOT) to optimize multi
objective problems.

Moreover, with the resulting capability to allow competing
objectives, the opportunity arises to not only aim for the
best, but also for the most robust solution.

In this Paper we show that multi objective optimization
can be e�ciently done with SPOT. Furthermore we present
an approach to optimize not only the quality of the solution,
but also its robustness, taken these two goals as criteria
for multi objective optimization. The results that we are
presenting show...

Keywords
Sequential Parameter Optimization, Multi Criteria Opti-
mization, Robustness

1. INTRODUCTION
In many fields of industrial optimization, the duration of

a process feedback plays a determining role for the opti-
mization process. Large evaluation times, caused by long
time real-world processes or large computational processing
times, restrict optimization processes to only a very limited
number of such evaluations.

Moreover, most of industrial optimization tasks feature
more than one quality criterion. Techniques from multi
criteria decision making, evolutionary multi objective opti-
mization (EMO) in particular are considered the last decade
to solve such tasks. The necessity to combine EMO tech-
niques and optimization methods requiring only a very small
number of function evaluations should be self-evident.
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A typical real-world application is the optimization of
structural parameters and process parameters of industrial
process plants. Currently, preparations are made to apply
multi objective SPOT (MSPOT) to the optimization of dust
seperators for coal power plants. Cyclones are large steel
structures used to filter dust from the exhaust gas flow of
coal power plants. An optimal cyclone combines the con-
flicting goals of high filtration e�ciency with low pressure
loss. The behaviour of cyclones can be simulated with a
high degree of accuracy by using compute intensive numer-
ical methods, such as multi-phase computational fluid dy-
namics (CFD). Even if executed on a compute cluster, a
single CFD run will require from several minutes to hours
of processing time, severely limiting the number of possible
evaluations.

Typical parameter tuning problems as solved with Sequen-
tial Parameter Optimization Toolbox (SPOT) can include
the optimization of industrial problems, or the tuning of al-
gorithm parameters. In both cases, it can occur that not
one but two or more objectives are of interest. This study
therefore presents Multi Criteria Optimization (MCO) with
SPOT. The three main topics of this paper are

1. Outlining an approach to apply SPOT to multi criteria
problems.

2. Compare the multi objective optimization approach to
state of the art algorithms in the field. Test situations
should reflect aspects of industrial tuning problems like
high cost for function evaluations.

3. Test how well the robustness of tuning algorithm pa-
rameters with SPO can be increased by considering
quality and variance as objectives.

The research goals are presented in more detail in Sec. 2.
Section 3 gives an introduction to the topic of MCO. The
following section 4 describes how MCO can be done with
SPO. Experimental settings for the purpose of testing that
approach are described in section 5. The results of these
experiments are reported and analyzed in section 6 and 7.
Finally the conclusions of this work as well as an outlook on
future research is given in section 8.

2. RESEARCH GOALS (TBB)

Case 1: Is there a competitive advantage of MSPOT
against state of the art MCO algorithms?
It is of interest if MSPOT can compete with or outper-
form state of the art MCO algorithms. Outperform means



to reach higher hypervolumes on multi objective test prob-
lems. As stated above real target functions can be costly to
evaluate. Therefore the test problems are restricted to few
function evaluations. A low budget for the depicted area of
application would be a few tenth or few hundreds of func-
tion evaluation. To show development beyond these limits
we chose to test up to a maximum budget of 1000. The state
of the art MCO algorithms in this comparison are chosen to
be NSGA2 and SMS-EMOA.

Case 2: Is Multi-objective Model Optimization advan-
tageous for robust parameter optimization?
Robustness can be defined by using the following goals:

• To optimize the expectation of the objective function
in a neighborhood of a target point.

• To minimize the second order moment (variance) or
higher order moments of the objective function.

If optimization of expectation is chosen as the only ob-
jective, it can happen that positive and negative deviations
of the function cancel each other in the neighborhood of a
target point. Thus, an undesirable solution will be consid-
ered to be robust. On the other hand, if optimization of the
variance is chosen as the only objective, the optimizer may
find a plateau of the original objective function, which may
not be optimal. Therefore, it is sometimes insu�cient to
optimize the expectation or to minimize the variance only
in the search of robust optimal solutions. In other words,
the search for robust optimal solutions should be basically
addressed as a trade-o↵ between optimality and robustness.

In practice it is desirable to present a human user with a
set of solutions trading of between the robustness and the
optimality, from which the user has to make a choice accord-
ing to the need of the application.

This paper considers the search of robust solutions as a
multiobjective optimization problem. To this end, a measure
for robustness based on the variance of the objective function
in the presence of noises has been introduced, which is used
as a separate objective in evolutionary optimization. [10]
uses a variance-based robustness measure to deal with the
search of robust solutions as a multiobjective problem. They
suggest two methods for estimating the robustness measure
using the information in the current design solely.

With the robustness measures defined above, it is then
possible to explicitly treat the search of robust optimal so-
lutions as a multiobjective optimization problem. The main
advantage of the proposed multiobjective approach to the
search of robust optimal solutions over the existing ones is
that the user is able to make a choice among a set of solu-
tions and select those that can best deal with the problem
at hand.

3. MULTIOBJECTIVE OPTIMIZATION
The field of multiobjective optimization can be separated

in di↵erent parts. One separation is based on the fact whether
preferences of a decision maker are incorporated in the op-
timization process before or after the application of opti-
mization algorithms (a-priori vs. a-posteriori approaches).
The most influential methods in the last decade for the a-
posteriori approach (decision making after application of al-
gorithms) that is also covered in this paper, were evolution-
ary multiobjective optimization algorithms (EMOA,[7, 6]).

The space that is covered by a front of non-dominated
solutions (Pareto front) turned out to be a standard quality

Algorithm 1: MSPOT

// phase 1, building the first design:

1 let O be the optimization problem with d decision variables
and n objectives;

2 generate an initial design ~

X = {~x1
, . . . , ~x

m} with ~x 2 Rd of
m design points;

3 fix k = k0 to be the number of tests for determining
estimated utilities;

4 foreach ~x 2 ~

X do

5 evaluate O with ~x k times to determine the estimated
utilities ~y of ~x;

// phase 2, build, use and improve models:

6 while termination criterion not true do

7 build n surrogate models M

i={1,...,n} based on ~

X and
~

Y = {~y1, . . . , ~ym} with ~y 2 Rn;

8 generate a set ~

X

0 of l new design points by random
sampling;

9 foreach ~x

0 2 ~

X

0
do

10 determine the predicted utility for each model with
~y

0 = M(~x0);

11 select best set ~

X

00 of a design points from ~

X

0 based on
non dominated sorting rank and hypervolume
contribution (a ⌧ l);

12 evaluate O k times with each ~x

00 2 ~

X

00 to determine the
estimated utility ~y

00 = M(~x00);

13 extend the design by ~

X = ~

X [ ~

X

00 and ~

Y = ~

Y [ ~

Y

00;

14 with ~

Y create Pareto front ~

P which contains all non

dominated objective points;

indicator for EMOA results. Moreover, it was incorporated
for selection within EMOA in recent years. One of such
implementations is the SMS-EMOA ([4]), which, next to
other implementations, is on the way to replace the former
standard NSGA-II [7]. To this end, the methods proposed
for MOO with a very limited amount of function evaluations
are compared to both of these algorithms, i.e. NSGA-II as
well as SMS-EMOA.

4. MULTI OBJECTIVE SEQUENTIAL PA-
RAMETER OPTIMIZATION (MZ)

To understand how the multi objective SPOT (MSPOT)
approach di↵ers, the single objective SPOT has to be in-
troduced briefly. As a first step SPOT generates an initial
design of several points and evaluates it on the optimiza-
tion problem function. Based on these evaluation results,
SPOT builds a surrogate model (e.g., linear, Kriging, tree
based). Two approaches can be used to exploit that model:
The naive approach samples a large number of points in the
decision space. Those points are evaluated on the surrogate
models and the best will be suggested for evaluation on the
problem function. More sophisticated approaches use well
known optimization techniques to find the optimum of the
surrogate model. The optimum will then be suggested for
evaluation on the problem function. This process of building
and exploiting the surrogate model is repeated sequentially
until a termination criterion is fulfilled.

Algorithm 1 presents a formal description of the MSPOT
scheme. This scheme discriminates the two phases of SPOT,
namely the generation of an initial design (lines 1–5) and its
sequential model based improvement (lines 6–13).

In Phase 1 SPOT determines a design of initial points



in the problems decision space and evaluates each point k0
times on the problem function. Here, the only di↵erence to
single objective SPOT is that the evaluation yields not a
scalar result for each design point, but a vector where each
element is one of n objective values to be optimized.

Phase 2 consists of a loop with the following components:
1. Build a model M for each of the n objectives with

the known design values. This can actually result into
n univariate models or into one multivariate multi-
ple regression model. Those kind of models consider
both multiple response variables and multiple predic-
tor variables. This allows to consider correlation be-
tween the response variables.

2. Randomly generate a (large) set of l design points ~X 0

and compute their utilities ~Y 0 by evaluating them on
the build model(s).

3. Select a (which has to be smaller than l) seemingly op-
timal design points from the large design. This can not
be achieved by simply sorting the results ~Y 0, since two
or more objective values are available for each sampled
design point. Instead the design points are first sorted
by their non dominated sorting rank. That means,
all values on the current Pareto front get the lowest
rank, then are removed. The Pareto front of the re-
maining points gets the next higher rank value. This
is repeated until all points in the objective space have
a rank value. This works well for a first sorting, but it
will assign the same value to all points on an individual
Pareto front. So in case the settings of MSPOT re-
quire less values than are available for the current non
dominated sorting rank there has to be a tie breaker.
This is done by calculating the hypervolume contribu-
tion of each point, and removing those with the least
contribution. This is recalculated sequentially after
removing one point, since hypervolume contribution
might change for di↵erent subsets of the Pareto front.

4. The selected points ~X 00 are added to the design and
evaluated on the problem. The loop starts over if the
termination criterion is not reached.

Once the termination criterion is reached, the final Pareto
front can be computed from the archive of design values.
That is, all non dominated points are reported to the user.

This whole scheme represents the naive sampling approach.
In case the naive approach is not to be used, well known
multi objective optimization techniques are employed. In
the current implementation this can either be NSGA2 or
SMS-EMOA. They search the surrogate modelsM for Pareto
optimal points. To avoid further sorting problems the pop-
ulation size of these MCO methods is set to the desired
number of design points a to be used in the next evaluations
on the optimization target function. A budget for the model
optimization has to be specified by the user.

More complex features of SPOT could be used like in-
creasing the repeats on each design point regularly. In that
case a counter k is increased in each cycle and used to de-
termine the number of repeats that are performed for each
setting to be statistically sound in the obtained results. Con-
sequently, this means that the best design points so far are
also run again to obtain a comparable number of repeats.
For simplicity the MCO approach only uses a fixed number
of k0 for repeats.

The general MSPOT loop is illustrated in Fig. 1.
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Figure 1: The general MSPOT loop

Table 1: Multiobjective test functions used here.
Dimensions d and n are the dimensions of the deci-
sion space and the objective space. The reference
point is used for calculating the hypervolume indi-
cator at the end of each optimization run. Lower
and upper are the bounds of the decision space.
Function Dimension (d,n) lower upper ref. point

ZDT1 (30,2) 0 1 (11,11)
ZDT2 (30,2) 0 1 (11,11)
ZDT3 (30,2) 0 1 (11,11)
DTLZ1 (7,3) 0 1 (1000,

500,500)
DTLZ2 (12,3) 0 1 (11,

11,11)

5. EXPERIMENTAL SETTINGS
The multiobjective version of SPOT as established above

is tested in two di↵erent scenarios. In the first case typi-
cal multi objective test functions are optimized by MSPOT,
and the results are compared to established MCO algorithms.
This is done to evaluate the quality of the approach in gen-
eral, under the assumption of a minimalistic available bud-
get. In the second case, the approach is tested with problems
that might represent an interesting use case, as described in
the motivation section. That use case is robust tuning of
algorithm parameters by considering both expectation and
variance.

5.1 Case Study I. Comparison
To compare MSPOT with state of the art MCO algo-

rithms, a comparison with NSGA2 and SMS-EMOA was
performed on multiobjective test functions, namely ZDT1
to ZDT3 [13], DTLZ1, and DTLZ2 [11]. The multiobjective
test functions and their relevant settings are summarized in
Table 1.

The settings used for the MSPOT runs are listed in Ta-
ble 2. The number of repeats k is fixed to a value of one,
since the test functions are not noisy.

Three surrogate models are used by MSPOT for this ex-
periment, i.e.,

1. spotPredictForrester (sFo): Kriging model forR based
on the Matlab code by Forrester et. al. [8] The model
uses CMAES [9] to find its parameters.

2. spotPredictRandomForest (sRF): Random Forest method
from the R package ”randomForest” which is based on



Table 2: Additional setup of MSPOT
Parameter setting in MSPOT

auto.loop.nevals 1000
spot.ocba F (false)
init.design.size m 100
init.design.repeats k0 1
seq.design.maxRepeats k 1
seq.design.new.size a 32
seq.design.oldBest.size 0
seq.predictionModel.func M ”spotPredictForrester”

”spotPredictRandomForest”
”spotPredictEarth”

seq.predictionOpt.budget 1000
seq.predictionOpt.func ”spotParetoOptMulti”
seq.predict.subMethod ”nsga2”

Breiman and Cutler’s original Fortran code for classi-
fication and regression [5].

3. spotPredictEarth (sEA): Multivariate adaptive regres-
sion splines (MARS) provided by the ”earth” package
Here, multivariate does not refer to multivariate mul-
tiple regression. MARS considers each variable seper-
ately.

For all models default settings are used. For the MARS
model that means that only linear terms are considered,
without interactions.

It has to be noted that SPOT keeps an archive of non-
dominated solutions. It often yields more points thanNSGA2
and SMS-EMOA because they are limited by their popula-
tion size. Therefore, the Pareto front based on this archive
has to be reduced. Reducing the number of points in the
front avoids bias towards the MSPOT approach.

For SMS-EMOA, a straight forward implementation from
the R package ”emoa”was used, the used implementation of
NSGA2 is part of the ”mco” package1. The population size
of NSGA2 and SMS-EMOA was chosen to be in line with
the seq.design.new.size parameter a. Besides the population
size and the budget (or number of generations), all parame-
ter settings of SMS-EMOA and NSGA2 were left at default
values.

Another important point is, as outlined in the research
goals, that the function evaluation budget should be rather
low. Testfunctions like mentioned in this section are usually
optimized invoking several thousand of function evaluations
by NSGA2 or SMS-EMOA. This will be lowered to 100,
500, and 1000 function evaluations. It is the scope of this
paper to identify EMOA that cope with the very small num-
ber of fitness function evaluations (FFE) from the industrial
applications of interest.

Since low budgets would limit the number of generations,
the population size (or seq.design.new.size for SPOT) is
changed along with the budget (Size 4 with budget 100,
size 16 with budget 500 and size 32 with budget 1000).

5.2 Case Study 2. Multi-Objective SPOT

The second case study tries to use the above established
MSPOT to tune algorithms, namely ES and SANN. The
first objective for tuning is the quality of ES or SANN (min-

1All R packages can be received from the CRAN homepage,
i.e. http://cran.r-project.org
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Figure 2: Experimental setup. The first layer com-
prehends the set of test functions. The optimiza-
tion algorithms (O) with related designs ( ~X) belong
to the second layer, whereas SPOT is in the third
layer.

imum function value y reached on a test function from layer
1) based on design points ~x (algorithm parameters) found
by SPOT. The second objective is the standard deviation of
the y’s, to evaluate the robustness of the parameter setting
~x. In this case, we consider a run of an algorithm, such as
ES or SANN, as an optimization problem O. This situation
is depicted in Fig. 2. The test functions (Layer 1) are opti-
mized by SANN or ES (Layer 2) which again are tuned by
SPOT or MSPOT (Layer 3). Starting with layer 3, we will
discuss the corresponding experimental setups.

5.2.1 Pre-experimental Planning: Problem Complex-
ity and Structure

To get some insight into the problem complexity and struc-
ture, we performed a sweep over the search space. Ten thou-
sand runs of the algorithms were executed, i.e., 1000 design
points were evaluated ten times. For each design point mean
value and standard deviation were calculated. Here, Y de-
notes the mean value of k runs of the algorithms, and sd(Y )
its standard deviation. For example, if an ES with param-
eter set ~x is run ten times with di↵erent seeds on Rosen-
brock’s function, we obtain ten function values y1, . . . , y10.
As can been seen in Tab. 5, we are considering minimization
problems, i.e., smaller y values are better.

5.2.2 Experimental Setup

Experimental Setup on Layer 3.
The multi-objectiveMSPOT approach is compared to the

standard, single-objective SPOT approach. To evaluate the
quality of this approach, the resulting Pareto fronts will be
compared against the standard deviation and mean quality
of a single objective run of SPOT. This run will use optimal
computational budget allocation, and thus also consider the
variance in a way. For OCBA, variance will play a role in
deciding how often a certain setting is to be evaluated.[2]
However, for selection of new points the variance is not con-



Table 3: Layer 3. Setup of multi and single objective
SPOT for tuning ES and SANN

Parameter MSPOT SPOT

spot.ocba FALSE TRUE
auto.loop.nevals 200 200
init.design.size m 10 10

init.design.repeats k0 5 2
seq.design.size l 2000 2000

seq.design.new.size a 8 6
seq.design.oldBest.size 0 2

seq.design.maxRepeats k 5 Inf

Table 4: Layer 2. ES and SANN Parameters, which
are tuned

Algorithm Parameter lower bound upper bound

ES µ 2 10
ES ⌫ 2 10
ES ⌧ 1 1.5

SANN temp 1 100
SANN tmax 1 100

sidered with single objective SPOT and OCBA. Thus it
will be interesting to see how the one best setting found
by SPOT and OCBA compares to the front of MSPOT.
The settings used for the multi and single objective SPOT
runs are listed in Table 3, the surrogate models are the same
as described in the previous section. The sequentially cre-
ated surrogate models are optimized using the sampling ap-
proach as described in Algorithm 1. The surrogate models
themselves are not optimized by means of MCO. This en-
sures a fair comparison of the multi- and single-objective
approaches, because the choice of completely di↵erent op-
timization techniques is avoided. The standard deviation
recorded for each design point of the MSPOT runs is based
on k = 5 repeats. For OCBA k is increased as needed
by SPOT. Therefore, the best design point of the single
objective SPOT run will be reevaluated to ensure that its
standard deviation is based on the same number of repeats.

Experimental Setup on Layer 2.
ES and SANN are allowed to use 100 function evalua-

tions on the numeric test functions. For SANN the optim

function in R is used, which also includes a simulated an-
nealing version as described by Belisle [3]. SANN requires a
start point, which is chosen deterministically as mentioned
above. All algorithm settings are left at default, besides
TMAX and TEMP which are both tuned by SPOT with
the region of interest as specified by Table 4. TEMP is the
starting temperature, and TMAX indicates the maximum
number of target function evaluations (e.g., on Branin or
SixHump) for each temperature.

When ES is tuned, no start points are used as the ES
internally creates a random starting population based on
the bounds given for the target function. The number of
parents µ is tuned as an integer. The selection pressure ⌫ as
well as the learning parameter for self adaption ⌧ are tuned
as real valued numbers (float). They are varied as listed in
Table 4. Each combination of the two algorithms and the

Table 5: Layer 1. Description of two dimensional
single objective testfunctions used in experiments
for tuning ES and SANN

Function Start point lower bound upper bound

Branin (6,10) (-5,0) (10,15)
SixHump (1.5,0.8) (-1.9,-1.1) (1.9,1.1)
Rastrigin (2,6) (-5.12,-5.12) (5.12,5.12)

Rosenbrock (-1.2,1) (-2,-2) (2,2)
MexicanHat (0.5,-1.5) (-8,-8) (8,8)

Sphere (4,3) (-5,-5) (-5,-5)

six test functions is one optimization problem O to be tuned
by SPOT and MSPOT, leading to 12 di↵erent problems.

Experimental Setup on Layer 1.
The single objective numeric test functions and their rel-

evant settings are summarized in Table 5. All of them are
either defined or chosen to have a two-dimensional input
space. Their start point is chosen with a deterministic value,
to make sure that less additional noise distorts the results of
the comparison. More et. al. [12] list a number of determin-
istic start points for di↵erent test functions. Therefore, the
start point for the Rosenbrock function was chosen accord-
ingly. The other start points are manually chosen to have a
su�cient distance from the global optima, and not to have
symmetric values. The implemented set of single objective
test functions is used as described in detail by [1]. Only a
simple sphere function with a global optimum at zero was
added to this set.

5.2.3 Evaluation
We have chosen three surrogate models M as shown in

Table 2, two algorithms and six test functions, altogether
2 ⇥ 3 ⇥ 6 = 36 configurations are considered. In order to
keep the complexity manageable, we decided the following
procedure:

1. First, bothMSPOT and SPOT are run for each algorithm-
surrogate-problem combination. For example, MSPOT
is used with random forest to tune ES on Rosenbrock’s
function.

2. Second, we will determine the best surrogate model,
say M⇤, for MSPOT and SPOT independently.

3. The final evaluation comprehends 2⇥ 6 = 12 compar-
isons. Mean best function values and standard devia-
tions of MSPOT and SPOT are compared.

6. RESULTS

6.1 Case Study I. Comparison
Figure 3 shows box plots of mean hypervolumes after 10

repeats for each run with a budget of 100 and 500 FFE. sLM
is missing for the cases with a budget of 100 FFE, since it
needs a rather large initial design.

NSGA2 and SMS-EMOA clearly outperform most of the
SPOT approaches after 500 FFE. Earth is still better than
NSGA2 and SMS-EMOA on the ZDT1-3 functions.

The results after a budget of one thousand FFE are not
reported here. These show that earth is not better than
NSGA2 or SMS-EMOA after this amount of FFE, but still
competitive.
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Figure 3: Boxplot of hypervolumes on all testfunc-
tions for di↵erent budgets
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To show the development over the whole process figure 4
compares the hypervolume growth of MSPOT + earth with
SMS-EMOA on dtlz2. This shows how MSPOT clearly
outperforms the SMS-EMOA at the start, while after a few
hundred evaluations SMS-EMOA takes the lead. The exact
crossing point would vary for di↵erent settings. For some of
the experiments MSPOT + earth would even keep the lead
for the whole tested range.

6.2 Case Study II: Multi-objective SPOT

6.2.1 Results from the Pre-experimental Study
In general, sd(Y ) and Y are correlated. We observed that

a parameter setting ~x, which result in good mean function
value, has a low standard deviation. That is, the correla-
tion between Y and sd(Y ) increases for good parameter set-
tings. Figure 5 clearly illustrates this correlation. Pearson’s
product-moment correlation of Y and sd(Y ) is 0.9314042 for
Rosenbrock’s function. Similar values were obtained with
Rastrigin (correlation: 0.8242029), Branin (0.9024674), Six-
Hump (TBD), MexicanHat (TBD), and Sphere (TBD).

6.2.2 Results from the Comparison
First, we analyzed which model M performs best for each

SPOT variant: earth, forrester, linear regression, or random
forest. In both cases, sFo, i.e., Kriging, performed best.
Since forrester performed best, it was chosen for the final
comparison of the SPOT variants.

Standard SPOT determines a design point, whereasMSPOT
generates a set of (Pareto optimal) design points. Since good
design points, i.e., design points with a low Y value, are ex-
pected to have a low associated standard deviation, the de-
sign point with the best Y value was chosen from the Pareto
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Figure 6: ES on Rosenbrock function: Sweep. Left: function value, right: standard deviation. The correlation
between Y and sd(Y ) is illustrated. Based on 10,000 ES algorithm runs
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Figure 5: ES on Rosenbrock’s function: standard de-
viation plotted against mean function value. Based
on 10,000 algorithm runs. Note, SPOT uses 200 al-
gorithm runs (or even less) to determine good design
points
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Figure 7: ES on Rosenbrock’s function: MSPOT
versus OCBA-SPOT. Left: function value, right:
standard deviation

front for the final comparison with SPOT. Then pareto front
large, otherwise pareto front consists of a few (or even one)
point only. Therefore, comparison can be based on best ocba
conf versus conf with best mean func conf from pareto front.

A typical result from these final comparisons is shown
in Fig. 7. The multi-objective SPOT approach performed
equally good or even slightly better than SPOT-OCBA on
every test function.

ES performed better than SANN on every test function
as can be seen from Fig. 8.

7. ANALYSIS AND INTERPRETATION OF
RESULTS (TBB)
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Figure 8: Rosenbrock function: ES versus SANN.
Left: function value, right: standard deviation.
Both algorithms were tuned with MSPOT. TODO:
Include default values from SANN and ES without
tuning

Analyzing results from the first case study lead to the
following conclusion.

Conclusion 1. On the lowest budget, which we stated
earlier as being most promising for MSPOT, it is shown
that SPOT methods outperform NSGA2 or SMS-EMOA on
a majority of test functions. 2

Although SPOT usually works very well with Kriging mod-
els, it can be noticed that the Kriging approach used here
performs not as good as Random Forest or Multivariate
Adaptive Regression Splines. This is probably due to the
high input dimension. Kriging is rarely reported to work
well for high dimensions, i.e greater than 20. We feature 30.

As illustrated in Fig. 5, Y and sd(Y ) are positively corre-
lated if minimization problems are considered. We can con-
clude from these observations that parameter designs which
were used during the final stage of an algorithm tuning, have
both low Y and low sd(Y ) values.

Conclusion 2. If the algorithm improves during the op-
timization, the the final Y values have a small standard de-
viation. If the optimization of the algorithm fails, then the
standard deviation is relatively high. 2

Regarding the performance of MSPOT versus SPOT, our
experiments show that MSPOT performs equally good or
even slightly better than the standard approach.

Conclusion 3. Integrating the standard deviation of a
solution can be beneficial for the search process.

Although conclusion 3 requires further investigation, we are
optimistic that enhanced MSPOT variants might result in
a performance boost for MSPOT. However, MSPOT is not
the first approach, which combines function values and vari-
ances. For example, chapter 3 in Forrester et al. [8] presents
fundamental ideas in a very comprehensive manner.

8. SUMMARY AND OUTLOOK (MF)

Case 1 summary:
A multi objective approach to SPO was defined in this pa-
per. The first question as outlined in our research goals,
was if MSPOT can be applied successfully to solve multi
objective problems with a strictly limited budget. The an-
swer found for this is, that MSPOT proved to perform well
when optimizing with a low function evaluation budget on
typical MCO test functions. While the time consumption
for MSPOT is significantly higher than for state of the art
algorithms in MCO, it will be advantagous when applied for
costly problems in hard real word problems. It seemed to
work especially well with a Multivariate Adaptive Regres-
sion Splines model (earth).

Case 2 summary:
The second case study showed that SPOT and MSPOT
both are able to find good paramter settings. In the results
it was noticed that there is actually a high correlation be-
tween standard deviation and mean quality, if the solution
is in a good region of the parameter space. At a first look
that disqualifies theMSPOT approach since both objectives
show similar interaction with the decision variables. It could
be observed however, that MSPOT can find better solutions
than single objective SPOT on this problem type. This
could indicate that the additional objective provides SPOT
with the information to find good solutions more frequently.
Since both approaches use the same budget, this can be an
improvement on comparable applications of SPOT.

outlook:
For future work it might be of interest to improve theMSPOT
approach in general as well as details of the used models.
General improvement might be to make use of SPOT fea-
tures which were not applied to MSPOT yet, like increas-
ing the number of repeats k on noisy problems (linearily or
with OCBA). MSPOT might also profit if the naive sam-
pling approach was used together with optimization on the
surrogate models. This could be achieved by using the re-
sults from sampling as an initial population for the surrogate
optimization process. Also, the selection of di↵erent popu-
lation sizes for this internal optimization of the surrogates
could be made independent of the used sequential budget a.

With regard to detail changes, this could be to improve
the used MARS model by using non default settings (e.g.,
with interactions, higher degree).

Real multivariate multiple regression analysis could be
applicable to our problems, especially due to the noticed
correlation of the objectives for the second case study. It
should be researched if models that exploit such correlation
are profitable.

While not of a main interest for our main research goals,
it could be interesting to see if MSPOT can be applied to
problems with larger budgets successfully. As observed in
the experiment results MSPOT finds good solutions early
on, then being outperformed by the MCO algorithms after
several hundred function evaluations. This might give a hint
how MSPOT could be a reasonable way of generating initial
populations for other MCO algorithms.

If MSPOT itself was used for a large budget, limiting
the number of design points for model building could be an-
other interesting step. Since the time consumption for model
building raises with the number of known points, MSPOT
gets slower the longer it runs. The number of design points
could be reduced with feature selection methods like PCA.

The main interest for our research would be to testMSPOT



on real industrial problems like the cyclone application for
filtering dust from power plant ovens. Other practical appli-
cations could include tuning of algorithm paramters for the
detection of events in water quality data. This application
can be considered multi objective, since there is always a
trade o↵ between false positive rate and true positve rate.
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