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Sequential parameter optimization (SPO) can be described as a tuning algorithm with the following
properties[Bartz-Beielstein et al., 2004]: (i) Use the available budget (e.g., simulator runs, number of
function evaluations) sequentially, i.e., use information from search-space exploration to guide the
search by building one or several meta models, e.g., random forest, linear regression, or Kriging.
Choose new design points based on predictions from the meta model(s). Refine the meta model(s)
stepwise to improve knowledge about the search space. (ii) Try to cope with noise by improving
confidence. Guarantee comparable confidence for search points. (iii) Collect and report tuning
process information for exploratory data analysis. (iv) Provide mechanisms both for interactive and
automated tuning.

The SPO toolbox (SPOT) provides standardized interfaces, which enable the integration of several
meta models in a convenient manner [Bartz-Beielstein et al., 2010].1 Naturally, the question arises,
which meta model should be used during the tuning process. Instead of recommending one meta
model only, we will analyze an alternative approach: Set up several models in parallel, and provide
an effective and efficient policy for dynamical model selection.

Goal of this study: How to dynamically select the right meta model amongst an ensemble of meta
models.

This is a classical exploration—exploitation problem, which has been discussed in the literature
for several decades and in different settings (scheduling, design of clinical trials, search). State-of-
the-art policies from dynamical programming [Frazier, 2010] will be compared to basic approaches.
Consider k£ meta models. The following policies are subject of our analysis.

1. The round-robin policy, which, at time ¢, selects model number {(t — 1) mod k} + 1. Probably,
this is the simplest strategy.

2. The greedy-search policy selects the model with the smallest error.

3. The epsilon-greedy policy selects the model with the smallest error. It selects sometimes, with a
fixed probability, among other models.

4. The soft-min decision policy selects models by probability matching. This policy is related to

tournament selection in genetic algorithm.

5. The epsilon soft-min decision policy gives an uncertainty bonus to models that have not been

selected, which augments their probability of being chosen.

6. The Gittins index policy tries to minimize the prediction error (expected outcome) from £ meta

models. This approach considers k alternative meta models as k-armed bandits [Rudolph, 1997].
It determines dynamic allocation indices (Gittins indices), which depend on the number of
times a model has been sampled and its outcomes (rewards). This policy tries to handle

ISPOT can be downloaded from CRAN, see http://cran.r-project.org/web/packages/SPOT



the trade-off between exploration (improve reward estimation) versus exploitation (perform
actions on the best model) [Gittins et al., 2011].
Results from pre-experimental runs indicate that ensemble-based policies favor Kriging meta models.
However, these results should not be generalized, because our studies were performed on a set of
classical test functions (e.g., Rosenbrock, Rastrigin, Griewangk, Ackley; fitness-proportionate noise
added). Further results will be presented in the final version of this paper.
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