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Abstract  This article describes model-based methods for global optimization. Af-
ter introducing the global optimization framework, modeling approaches
for stochastic algorithms are presented. We differentiate between mod-
els that use a distribution and models that use an explicit surrogate
model. Fundamental aspects of and recent advances in surrogate-model
based optimization are discussed. Strategies for selecting and evaluat-
ing surrogates are presented. The article concludes with a description of
key features of two state-of-the-art surrogate model based algorithms,
namely the evolvability learning of surrogates (EvoLS) algorithm and
the sequential parameter optimization (SPO).
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1. Introduction

Model-based optimization (MBO) plays a prominent role in todays
modeling, simulation, and optimization processes. It can be consid-
ered as the most efficient technique for expensive and time-demanding
real-world optimization problems. Especially in the engineering do-
main, MBO is an important practice. Recent advances in computer
science, statistics, and engineering in combination with progress in high-
performance computing provide tools for handling problems, which were
considered unsolvable only a few decades ago. This article presents a
survey of MBO for global optimization.

Global optimization (GO) can be categorized based on different cri-
teria. For example, the properties of problems to be solved (continuous
versus combinatorial, linear versus nonlinear, convex versus multimodal,
etc.) can be used. This article presents an algorithmic view on global
optimization, i.e., properties of algorithms that search for new solutions
are considered.
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The term GO will be used in this article for algorithms that are trying
to find and explore global optimal solutions with complex, multimodal
objective functions [50]. Global optimization problems are difficult to
solve, because nearly no structural information (e.g., number of local
extrema) is available. Global optimization problems belong to the class
of black-box functions, i.e., functions for which the analytic form is un-
known. Note, the class of black-box functions contains also functions
that are easy to solve, e.g., convex functions, which are not discussed in
the following. This article focuses on difficult black-box functions.

Consider the optimization problem given by

Minimize: f(x) subject to x; < x < xy,

where f : R® — R is referred to as the objective function and x; and
x,, denote the lower and upper bounds of the search space (region of
interest), respectively. This setting arises in many real-world systems
when the explicit form of the objective function f is not readily available,
e.g., if the user has no access to the source code of a simulator.

This survey covers stochastic (random) search algorithms, determin-
istic GO algorithms are not further discussed. Random and stochastic
search will be used synonymously in the remainder of this article.

An iterative search algorithm that uses a stochastic procedure to gen-
erate the next iterate is referred to as a stochastic search algorithm. The
next iterate can be a candidate solution to the GO or a probabilistic
model, where solutions can be drawn from. Stochastic search algorithms
are considered robust and easy to implement, because they do not de-
pend on any structural information of the objective function such as gra-
dient information or convexity. This feature is one of the main reasons
for the popularity of stochastic search in the domain of GO. Stochastic
search algorithms can further be categorized as instance-based or model-
based algorithms [71]. Furthermore, there are basically two model-based
approaches: (a) distribution-based models and (b) surrogate models. We
consider four important representatives of surrogate model based opti-
mization: (i) Multi-fidelity metamodeling uses several models of the same
real system and plays an important role in CFD/FEM based simulation
and optimization. (ii) FEwvolutionary surrogate based optimization ex-
tends the traditional EA framework, and (iii) Ensemble surrogate based
optimization combines two or more different surrogate models.

So far, we have obtained the GO categorization (or taxonomy) based
on algorithms as shown in Fig. 1.

The remainder of this article is structured as follows. After intro-
ducing instance-based stochastic search algorithms (category [2.1]), Sec-
tion 2 describes modeling approaches for stochastic algorithms, i.e., it
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E[i] Deterministic
[2] Random Search
[2.1] Instance based
[2.2] Mcdel based optimizaticn (MBO)
[2.2.1] Distribution based
[2.2.2] Surrogate Mcdel Based Optimization (SBO)
[2.2.2.1] Single surrogate based
[2.2.2.2] Multi-fidelity based
[2.2.2.3] Evolutionary surrogate based
[2.2.2.4] Ensemble surrogate based

Figure 1: Taxonomy of model-based approaches in GO

refers to category [2.2.]. This category will be referred to as model-based
optimization (MBO).

We differentiate between models, which use a distribution ([2.2.1])
and models that use an explicit surrogate model ([2.2.2]). Model-based
optimization is the first choice for many optimization problems in in-
dustry. Section 3 describes typical applications, illustrating the practi-
cal relevance of MBO. Fundamental aspects of and recent advances in
surrogate-model based optimization are discussed in Section 4. Strate-
gies for selecting and evaluating surrogates are presented in Section 5.
Two MBO algorithms, namely EvoLLS and SPO, are presented in Sec-
tion 6. Finally, a summary and an outlook are given in Section 7.

2. Stochastic Search Algorithms
2.1 Instance-Based Algorithms

Instance-based algorithms (]2.1]) maintain a single solution, x, or pop-
ulation, P(t), of candidate solutions. The iteration or time step is de-
noted as t. The construction of new candidate solutions depends ex-
plicitly on the previously generated solutions. Simulated annealing [36],
evolutionary algorithms (EAs) [4], and tabu search [19] are prominent
representatives of this category. The key elements of instance-based al-
gorithms are shown in Algorithm 1.

2.2 MBO: Model-Based Algorithms

Model-based optimization algorithms ([2.2]) generate a population of
new candidate solutions P’(t) by sampling from a model (or a distri-
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Algorithm 1 Instance-based Algorithm

: t = 0. SetInitialPopulation(P)

. Evaluate(P).

while not TerminationCriterion() do
Generate a set of new candidate solutions P’(t ) according to a
specified random mechanism.

5. Update the current population P(t+1) based on population P(t)

and candidate solutions in P’(t).

6:  Evaluate(P(t + 1)).

7 t=1t+ 1.

8: end while

bution). The model (distribution) reflects structural properties of the
underlying true function f. They are based on the idea that by adapting
the model (or the distribution), the search is directed into regions with
improved solutions.

One of the key ideas in MBO is the replacement of expensive, high fi-
delity, fine grained function evaluations, f(x), with evaluations, f(x), of
an adequate cheap, low fidelity, coarse grained model, M. After present-
ing typical examples in Section 3, two different approaches for generating
cheap models will be presented in Section 4.

3. Applications of MBO

Simulation-based design of complex engineering problems, e.g., struc-
tural design of vehicles, use computational fluid dynamics (CFD) and
finite element modeling (FEM) methods. The solvers require a large
number of computer simulations to guarantee an exact solution. Hence,
this is one of the most popular and successful application areas for MBO.
There are two variants of MBO in this field of application: (i) meta-
model (category [2.2.2.1]) and (ii) multi-fidelity approximation (category
[2.2.2.2]) approaches. The former approach uses one or several differ-
ent metamodels, whereas the latter uses several instances with different
parameterizations of the same metamodel.

3.1 Metamodels

There are several publications that describe metamodeling approaches
in aerospace design. The development of effective numerical methods
for managing the use of approximation concepts in optimization for a
31-variable helicopter rotor design, which was part of a collaboration
between Boeing, IBM, and Rice University, is described by Booker et
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al. [7, 8]. Giannakoglou [18] discusses an aerodynamic shape design
problem. Queipo et al. [51] present a multi-objective optimal design of
a liquid rocket injector and discuss fundamental problems that arise in
MBO. A surrogate-assisted evolutionary optimization framework, which
is applied to an airfoil shape optimization problem using computational
fluid dynamic is presented in [70]. Forrester and Keane [17] describe
recent advances of MBO in aerospace design.

The design of ship propellers in the field of ship propulsion technol-
ogy is described by Emmerich and Hundemer [14]. The authors model
the features of a propeller design as a function of its resulting efficiency,
torque coefficients, thrust coefficients, and cavitation. An implementa-
tion of a first-order potential-based panel method is used to calculate
the hydrodynamic performance of a given propeller.

Li et al. [44] describe the optimization of feature detectors in ultra-
sound images. They present a study of radial basis function networks
(RBFN) for metamodeling in heterogeneous, i.e., mixed-integer, param-
eter spaces.

Although the application of metamodeling techniques has progressed
remarkably in the past last decades, the question remains “How far have
we really come?” This issue is addressed in [59].

3.2 Multi-Fidelity Approximation

In addition to metamodels, multi-fidelity metamodeling methods have
been developed. Multi-fidelity metamodeling uses several models of the
same real system, where each model has its own degree of detail repre-
senting the real process. A typical example is the use of several simula-
tion models with different grid sizes in FEM [26].

Sun et al. [60] describe a multi-fidelity optimization approach for sheet
metal forming process. Further examples of multi-fidelity metamod-
eling are presented in [63]. The authors analyze the performance of
Kriging [33] when multi-fidelity gradient data is introduced along with
multi-fidelity function data to approximate black-box simulations.

Koziel et al. [39] present a methodology for fast multi-objective an-
tenna optimization with co-Kriging. Co-Kriging is an extension of Krig-
ing, which uses the correlations between the models of various fidelities,
so that cheap- and expensive simulation data can be combined into one
metamodel [15, 35]. Co-Kriging-based sequential design strategies are
presented by Le Gratiet and Cannamela [43]. The authors simulate a
spherical tank under internal pressure. Further applications from the wa-
ter industry are published by Razavi et al [53]. Tuo et al. [62] proposed
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a finite-element analysis with its mesh density as the tuning parameter.
A problem in casting simulation is used to illustrate this approach.

Kleijnen [37] presents an overview of the most recent approaches in
simulation practice. The book covers multi-fidelity metamodeling as
well.

4. Key Elements of MBO

This section describes two different MBO approaches: (i) distribution
based ([2.2.1]) and (ii) surrogate-model based optimization ([2.2.2.]).
4.1 Distribution-Based Approaches

If the metamodel is a distribution, the most basic form of an MBO
can be implemented as shown in Algorithm 2:

Algorithm 2 Distribution-based Algorithm

1: t = 0. Let p(t) be a probability distribution.

2: while not TerminationCriterion() do

3. Randomly generate a population of candidate solutions P(t) from
p(t).

4:  Evaluate(P(t)).

. Update the distribution using population (samples) P(t) to gen-
erate a new distribution p(¢ + 1).

6: t=t+1.

7. end while

Distribution-based algorithms generate a sequence of iterates (proba-
bility distributions) {p(¢t)} with the hope that

p(t) — p* as t — oo,

where p* is a limiting distribution, which assigns most of its probability
mass to the set of optimal solutions. So it is the probability distribution
(as opposed to candidate solutions as in instance-based algorithms) that
is propagated from one iteration to the next.

Estimation of distribution algorithms (EDA) are popular distribution-
based algorithms, which became popular in the field of evolutionary al-
gorithms [41]. Variation operators such as mutation and recombination,
which modify candidate solutions (so-called individuals in EA), were
replaced by a distribution based procedure: the new population of can-
didate solutions is generated according to the probability distribution
induced or estimated from the promising candidate solution from the
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current population. Larraaga and Lozano [41] review different ways of
using probabilistic models as EDA instantiations.

Although distribution-based approaches play an important role in
GO, they will not be discussed further in this article. The reader is
referred to [24]. The authors discuss advantages and outline many of
the different types of EDAs. In addition, Hu et al. [25] present recent
approaches and a unified view on distribution-based approaches. We
will concentrate on surrogate model-based approaches, which have their
origin in statistical design and analysis of experiments, especially in re-
sponse surface methodology.

4.2 Surrogate Model-Based Approaches

In general, surrogates are used, when the outcome of a process cannot
be directly measured. Surrogates imitate the behavior of the real model
as closely as possible, while being computationally cheaper to evaluate.
The surrogate model is also known as a response surface, metamodel,
approximation, coarse grained, or simply the cheap model. Simple sur-
rogate models are constructed using a data-driven approach. They can
be refined by integrating additional points or domain knowledge, e.g.,
constraints, into the surrogate.

A minimalistic surrogate model-based optimization (SBO) algorithm is
shown in Algorithm 3. A wide range of surrogates was applied in the last

Algorithm 3 Surrogate Model Based Optimization (SBO) Algorithm

1: t = 0. SetInitialPopulation(P(t))

2: Evaluate(P(t))

3: while not TerminationCriterion() do
Use P(t) to build a cheap model M (t)
P'(t + 1) = GlobalSearch(M (t))
Evaluate(P’(t 4+ 1))

Pt+1)CP(t)+ P (t+1)
t=t+1

end while

decades. Classical regression models such as polynomial regression or
response surface methodology [9], support vector machines (SVM) [65],
artificial neural networks [72], radial basis functions [49], or Gaussian
process (GP) models, which are sometimes referred to as design and
analysis of computer experiments or Kriging [2, 11, 38, 56, 57] are the
most prominent approaches. Forrester et al. [16] present a comprehen-
sive introduction to SBO with several examples. Table 1 in [66] lists
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popular metamodeling techniques and the related components such as
experimental design, sampling methods, metamodels, and model fitting
techniques.

4.3 Surrogate-Assisted Evolutionary Algorithms

Surrogate-assisted evolutionary algorithms (category [2.2.2.3]) are evo-
lutionary algorithms that decouple the evolutionary search and the di-
rect evaluation of the objective function. A cheap surrogate model, M,
replaces evaluations of an expensive objective function, f.

A combination of a genetic algorithm and neural networks for aero-
dynamic design optimization is suggested in [22]. Ratle [52] creates an
approximate model of the fitness landscape using Kriging interpolation
to accelerate the convergence of EAs. Jin and et al. [31] investigate
the convergence property of an evolution strategy (ES) with neural net-
work based fitness evaluations. Emmerich et al. [13] present several
MBO approaches for ES. Jin [30] presents a survey of surrogate-assisted
evolutionary algorithms approaches. Jin and Sendhoff [32] use cluster-
ing techniques and neural networks ensembles to reduce the number of
function evaluations. Branke and Schmidt [10] propose not evaluate ev-
ery candidate solution (individual), but to just estimate the objective
function value of some of the individuals. The reduction in the number
of function evaluations is obtained by estimating an individual’s func-
tion value on the basis of previously observed objective function values
of neighboring individuals. Zhou et al. [70] present a surrogate-assisted
EA framework, which uses computationally cheap hierarchical surrogate
models constructed through online learning to replace the exact compu-
tationally expensive objective functions during evolutionary search.

5. Quality Criteria: How to Select Surrogates

The model building and selection process is crucial for the effectivity
and efficiency of SBO. Fundamental for the improvement of a selected
surrogate model as well as for the selection of an alternative surrogate
model type is the evaluation of the expensive (true) objective function,
which requires the determination of sample points. In the selection of
adequate sample points, two conflicting goals have to be satisfied. The
sample points can be selected with respect to

m exploration, i.e., improving the model quality (related to the model
M) or

m exploitation, i.e., improving the optimization and determining the
optimum (related to the objective function f).
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Furthermore, regarding the model choice, the user can decide whether
to use a

= single model, i.e., one unique global model is used during the op-
timization or

= multiple models, i.e., an ensemble of different, possibly local, mod-
els.

The static SBO uses a single, global surrogate model, which is usually
refined by adaptive sampling. The same model type, e.g., Kriging inter-
polation, is used during the optimization. This is category [2.2.2.1] in
Fig. 1.

5.1 Model Refinement

Adaptive sampling, a well-known selection strategy, proceeds as fol-
lows: An initial model, which uses a limited amount of sample points
from the expensive objective function, is refined during the optimization.
Adaptive sampling identifies new points, so-called infill points. Adap-
tive sampling tries to find a balance between exploration, i.e., improving
the overall, global quality of the surrogate model, and exploitation, i.e.,
improving the local quality (in the region of the actual optimum), of
the surrogate model. A popular adaptive sampling method is expected
improvement (EI) [34, 45], which is discussed in [33]. The EI approach
handles the initialization and refinement of a surrogate model, but not
the selection of the model itself. The popular efficient global optimiza-
tion (EGO) algorithm uses a Kriging model, because Kriging inherently
determines the prediction variance, which is necessary for the EI crite-
rion.

But there is no proof that Kriging is the best choice. Alternative
surrogate models, e.g., regression trees, support vector machine, or lasso
and ridge regression may be better suited. An a priory selection of the
best suited surrogate model is conceptually impossible in the framework
treated in this article, because of the black-box setting described in
Section 1.

5.2 Multiple Models

Instead of using one surrogate model only, several models M;, ¢ =
1,2,...,p, can be generated and evaluated in parallel. Each model uses
the same candidate solutions (from the population P) and results from
expensive function evaluations.

Multiple models can also be used to partition the search space. The
tree-based Gaussian process (TGP) approach uses regression trees to
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partition the search space into separate regions and to fit local GP sur-
rogates in each region [21]. Nelson et al. [47] propose an algorithm,
that creates a tree-based partitioning of an aerodynamic design space
and employs independent Kriging surfaces in each partition. Couckuyt
et al. [12] propose to combine an evolutionary model selection (EMS)
algorithm with the EI criterion in order to dynamically select the best
performing surrogate model type at each iteration of the EI algorithm.
A new expensive sample point, x’, is chosen based on the EI criterion at
each iteration step t. The point x’ itself is based on the best surrogate
model found by the EMS algorithm.

In the last decade, ensembles of surrogate models gained popularity
(category [2.2.2.4]) in Fig. 1. Zerpa et al. [69] use multiple surrogate
models and build an adaptive weighted average model of the individual
surrogates. Goel at al. [20] explore the possibility of using the best
surrogate model or a weighted average surrogate model instead of one
single model. Model quality, i.e., the errors in surrogates, is used to
determine the weights assigned to each model. Sanchez et al. [55] present
a weighted-sum approach for the selection of model ensembles. The
models for the ensemble are chosen based on their performance and the
weights are adaptive and inversely proportional to the local modeling
errors.

Recent approaches such as the evolvability learning of surrogates ap-
proach implement local models for each offspring individually [42]. This
results in an adaptive semi-partition [40] of the search space.

5.3 Criteria for Selecting a Surrogate

Note, this paragraph does not consider the selection of a new sample
point as done in EI. Here, we consider criteria for the selection of one
(or several) surrogate models, e.g., Kriging models or SVMs [65].

Conventionally, surrogate models are assessed and chosen according
to their estimated true error [29, 58]. The mean absolute error (MAE)
and the root mean square error (RMSE) are commonly used as per-
formance metrics. Error measures are discussed in [28]. Willmott and
Matsuura [67] presents a comparison of MAE and RMSE. Generally,
attaining a surrogate model that has minimal error is the desired fea-
ture. Methods from statistics, statistical learning [23], and machine
learning [46], such as the simple holdout approach, cross-validation, and
the bootstrap are used to choose adequate surrogate models. Tenne and
Armfield [61] propose a surrogate-assisted memetic algorithm which gen-
erates accurate surrogate-models using multiple cross-validation tests.
However, the definition of the corresponding training sets (sampling)
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represents a critical issue for the accuracy and efficiency of the meta-
models.

The model error is not the only criterion for selecting surrogate mod-
els. In contrast to the surrogate model selection approaches so far, the
evolvability learning of surrogates approach [42], which will be presented
in Section 6.1, uses fitness improvement for determining the quality of
surrogate models in enhancing search improvement.

6. Examples
6.1 Evolvability Learning of Surrogates

The evolvability learning of surrogates (EvoLS) algorithm, which is
introduced by Le et al. [42], belongs to the category of surrogate-assisted
evolutionary algorithms ([2.2.2.3]).

The authors of EvoLS recommend selecting surrogate models that
enhance search improvement in the context of optimization. EvoLS pro-
cesses information about the (i) different fitness landscapes, (ii) state
of the search, and (iii) characteristics of the search algorithm to sta-
tistically determine the so-called evolvability of each surrogate model.
The evolvability of a surrogate model estimates the expected improve-
ment of the objective function value that the new candidate solution has
gained after a local search has been performed on the related surrogate
model. Three basic steps are necessary for calculating the evolvability
(a detailed calculation is presented in [42]):

m Variation. Let x denote the parent and y be the offspring gen-
erated from x by evolutionary variation operators, e.g., mutation
and/or recombination. Le at al. [42] make a simplified assumption
of uniformity in the offspring distribution. Let V(R) denote the
volume of an n-dimensional cuboid

_ : (%) (4)
f= LSH}V{% b max A }}

i=1,..,n

The density distribution is modeled as

B [ 1/(R) ifyeR
P(y|P(t),x) =U(R) = { 0 otherwise.
The evolutionary variation operators recombination and uniform
mutation force the offspring to be located in the n-dimensional
region R. To determine the probability at time step ¢ of moving
from parent x via stochastic variation, the followoing weights can
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be used:

S je Py [P(t),%)

The weight measures the influence of the samples (y;, var(y;i)) on
the evolvability.

m Local search. After recombination and mutation, a local search is
performed. It uses a local metamodel, M, for each offspring. The
local optimizer, s, uses an offspring y as an input and returns y*
as the refined offspring. The local optimizer on the surrogate model
guarantees (theoretically) convergence to the stationary point of
the exact objective function [1, 48].

m  Evolvability. Finally, the evolvability measure can be estimated as

follows: P
Boa(x) = f(x) = Y fy]) x wi(x).
i=1
6.2 Sequential Parameter Optimization

Early versions of the sequential parameter optimization (SPO) com-
bined methods from design of experiments (DOE), response surface meth-
odology (RSM), design and analysis of computer experiments (DACE),
and regression trees for the analysis of algorithms [3, 5, 6]. The SPO
was developed as a tool for the analysis and for an understanding of the
working principles of EAs. The SPO tools might as well be integrated
into the evolutionary loop and therefore improve performance of an EA.
This consideration lays the cornerstone for the development of the SPO
as an optimizer.

Subsequent versions of the SPO use a sequential, model based ap-
proach to optimization. Nowadays, the SPO is an established parameter
tuner and an optimization algorithm, which has been extended in several
ways. For example, Hutter et al. [27] benchmark an SPO derivative, the
so-called sequential model-based algorithm configuration (SMAC) proce-
dure, on the BBOB set of blackbox functions. They demonstrate that
with a small budget of 10 x d evaluations of d-dimensional functions,
SMAC in most cases outperforms the state-of-the-art blackbox optimizer
CMA-ES.

The most recent version, SPO2, is currently under development. It
will integrate state-of-the-art ensemble learners. The SPO2 ensemble
engine can be briefly outlined as follows: The portfolio of surrogate
models includes a pleiotropy of metamodels such as regression trees and
random forest, least angle regression (LARS), and Kriging. The SPO2
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ensemble engine uses cross validation to select an improved model from
the portfolio of candidate models [64]. It implements methods for cre-
ating a weighted combination of several surrogate models to build the
improved model and methods, which use stacked generalization to com-
bine several level-0 models of different types with one level-1 model into
an ensemble [68]. The level-1 training algorithm is typically a relatively
simple linear model.

Preliminary results indicate that the SPO2 ensemble engine can lead
to significant performance improvements of the SPO algorithms, which
is illustrated by the following example: Rebolledo et al. [54] present a
comparison of different data driven modeling methods. The first instance
of a data driven linear Bayesian model is compared with several linear
regression models, a Kriging model and a genetic programming model.
The models are built on industrial data for the development of a robust
gas sensor. The data contain limited amount of samples and a high
variance. The mean square error of the models implemented in a test
dataset is used as the comparison strategy. Two sensors were tested in
this comparison. The mean squared errors are as follows. Linear model
(0.76), OLS (0.79), lasso (0.56), Kriging (0.57), Bayes (0.79), and genetic
programming (0.58). SPO2 obtained an MSE of 0.38, which outperforms
the best model. Results from the second sensor read as follow: Linear
model (0.67), OLS (0.80), lasso (0.49), Kriging (0.49), Bayes (0.79), and
genetic programming (0.27). Here, SPO2 obtained an MSE of 0.29.

This first real-world application example demonstrates the potential
of SBO with ensembles (category [2.2.2.4]).

7. Summary

Especially in the engineering domain, model-based approaches are
probably the most efficient methods for expensive and time-demanding
real-world optimization problems. This article proposed a taxonomy of
model based algorithms for global optimization problems. The taxon-
omy was developed from an algorithm-centered perspective. The catego-
rization scheme, which started with a bird’s eye view on GO, was refined
as summarized in Fig. 1. Finally, working principles of two state-of-the-
art MBO algorithms were shown. EvoLS, which constructs a metamodel
for every new candidate solution, and SPO2, which uses an ensemble
engine to combine a broad variety of surrogate models. The survey
presented in the first sections of this article as well as the examples in
Section 6 emphasize the trend to ensemble based metamodels.
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