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Abstract

Biogas plants are reliable sources of energy based on renewable materials including organic waste.
There is a high demand from industry to run these plants efficiently, which leads to a highly complex
simulation and optimization problem. A comparison of several algorithms from computational intelli-
gence to solve this problem is presented in this study. The sequential parameter optimization was used
to determine improved parameter settings for these algorithms in an automated manner. We demonstrate
that genetic algorithm and particle swarm optimization based approaches were outperformed by differ-
ential evolution and covariance matrix adaptation evolution strategy. Compared to previously presented
results, our approach required only one tenth of the number of function evaluations.

1 Introduction

The energy production from biogas is based on renewable resources like agricultural products and organic
waste. Since governmental funding for biogas plants will be reduced in the next years, biogas production
has to be competitive to traditional energy sources such as nuclear power or fossil energy sources.

The production of biogas is based on a broad variety of products, e.g., wheat or biological waste like
animal manure. The biochemical process is realized by several species of bacteria in a multi-level process
of anaerobic fermentation. The target of this process is to gain a maximum amount of methane (C Hy).
The result depends mainly on the amount and composition of the incoming substrate but as well on several
different constraints like temperature, pH-value, and digester load. Due to the complexity of this process it
is very difficult to predict the resulting amount of methane—especially when several substrates in different
mixtures are used. We use a calibrated model to solve this task: The anaerobic digestion model no.lI
(ADM1) (Batstone et al., 2002). The Matlab/Simulink toolbox Simba implements this model.

Thus prediction of process results is a difficult task, but it is an unavoidable precondition to solve the
more complex and sophisticated task of optimization. This optimization problem will be referred to as
optimization of the biogas simulation in the following. The methane production is improved by optimizing
the mixture of three substrates as input to the biochemical process. Constraints like minimal energy input
or optimal digester load will also be considered.

State of the art algorithms from computational intelligence (CI) are used to solve this optimization
via simulation task. These algorithms were used with default parameter settings as well as with tuned
parameters. Sequential parameter optimization (SPO) is used to tune the CI algorithms (Bartz-Beielstein
et al., 2005). Figure 1 illustrates the situation.
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Figure 1: Optimization via simulation. Four different layers of the biogas simulation. The first layer (L1)
represents the real-world setting. Layer 2 (L2) shows the ADM1 simulator. The optimization algorithm,
e.g., CMA-ES, belongs to the third layer (L3). The fourth layer (L4) represents the algorithm tuning
procedure, e.g., sequential parameter optimization.

The results will be compared to the results derived by Wolf et al. (2008). They applied genetic al-
gorithms (GA) and particle swarm optimization (PSO) to solve the optimization of the biogas simulation
task.

This paper is organized as follows: A description of the biogas plant (L.1), the related simulation model
(L2), and the objective function (L3) is given in Sec. 2. Section 3 describes the goals of this study. The
optimization algorithms (L3) are presented in Sec. 4. Section 5 describes the experiments and the tuning
procedure (L4). Results are discussed in Sec. 6. Section 7 gives a summary and an outlook.

2 Optimization of the Biogas Plant Simulation

2.1 The Biochemical Process

The simulation will be realized by a calibrated ADM1 model (Batstone et al., 2002; Wolf, 2005; Wolf et al.,
2008). Though the ADM1 model did not change, its calibration was improved during the last years. To
obtain comparability with the results from Wolf (2005), the simulations were repeated with the calibrated
model before a comparison is done.

The simulation of the biogas model is based on a period of 500 days to cover the whole startup period
of the biogas plant. The plant is an agricultural plant configured to produce energy at a scale of 300 kWh.

The energy production depends on the amount of methane generated during the biochemical process.
Substrate quantity and quality have an significant impact on the methane production. In addition, the
biochemical process is influenced by temperature or pH-value of the substrate. This adds further constraints



to the biogas simulation.

The substrates in use are a mixture of agricultural products like wheat, corn-cob mix, or rye mash and
organic waste like animal manure derived from chicken or pigs. The biochemical process that transforms
this feed material into biogas is divided into several steps of an anaerobe fermentation process. Several
different bacteria transform the material into methane and unwanted carbon dioxide (CO5).

The simulation calculates the production of C'Hy, C'Os, and hydrogen (Hs) based on the mixture of
the substrate. The simulation also calculates the amount of energy that will be obtained. The production
of methane and its proportion in the resulting gas mixture has the largest effect on the energy output. The
proportion of methane exceeds 50% in most cases, H» usually less than 1%, whereas the remainder consists
of C'O,. All other gases, which may be found in traces in the mixture, are not considered in the biogas
simulation model. The exact proportions of the gas mixtures are one of the results of the simulation. The
biogas simulator (from layer L2) provides additional information, which can be used to determine precise
fitness function values.

The steps of the biochemical process can be explained as follows. First step is the segmentation of the
carbohydrate and protein of the substrates into their biological components. This step is called hydrolyse. It
produces amino acids, fatty acids, and sugars—a process which is caused by enzymes which are produced
by bacteria. The second step is called acidogenesis. Bacteria convert the biochemical substance derived
from the first step into subsidiary fatty acid, C' Oz, and water. Furthermore there are byproducts like alcohol
and lactic acid. The third step is called acefogenese. Bacteria are now starting the production of acetic
acid, hydrogen, and C'O,. The last step is usually considered as a part of the acetogenese. Bacteria are
transforming the acetic acid in the final resulting gas methane and the byproduct C'O-.

2.2 Fitness Function

The optimization of the biogas simulation model (L2) may be seen as a black box optimization task. The
input parameters and the relevant output parameters are chosen to estimate a valid model of the real-world
biogas process from layer L1. The simulation part is slowing down the whole optimization process, because
it is very time consuming. One run of the biogas simulation model ADM1 takes approximately ten seconds
on a workstation.

The input of the biogas plant is the substrate that is submitted, the output is mainly the energy that
is produced. To define a fitness function, we have to divert the problem into more specific values: The
mixture of the input consists of three different substrates inserted to the biogas plant:

1. rye (Rye),
2. corn-cob mix (CCM),
3. and pigs manure (Man).

The ADMI1 simulator is started with these inputs and the results obtained lead to multiple result infor-
mation. The fitness function has to consider several different targets, so we have a multi criteria fitness
function that combines eight different targets:

1. the fermentation progress (Dy),

2. the energy consumption for digester heating (E},),
3. the quality of the gas produced (G),

the amount of methane produced (G,,),

the contamination of the digestion tank (L),

a penalty term for exceeding the limit for the pH-value (P, x),

N o »ok

a penalty term for exceeding the limits given for the substrate input (Ps),

8. and the share of dry substrate (Prg).



Each target is normalized to a value between zero and one. The limits are derived by the limitations of
the real-world plants from layer L1 or are given by the carrier. The main target, i.e., the production of the
methane, should not exceed a certain limit due to economical reasons: if the amount of 2,200 m? gas is
exceeded, the revenue guaranteed will be reduced. As a result we obtain the following fitness function:

f:Cl'DS+CQ'Eh+03'Gq+C4’Ga+C5’Ld+
¢6 - Ppg +c7- Ps+cs- Prg (H
The factors ¢; —cg are used as weights for each term of the fitness function. The variables G, and L are the
most important targets. The best algorithm to scale the weights would be their economical share but there
is no mathematical equation to calculate their influence objectively. Consequently, recommendations from

plant operators are used for calibrating the weights. We formulate the optimization task as a minimization
problem.

3 Research Goals

Fast and reliable simulation models are of great importance for the practitioner. The study of Wolf et al.
(2008) was used as a starting point for our research. Based on demands from biogas simulation practice in
real-world scenarios, we formulate the following goals:

G-1 Determine a CI algorithm that improves the optimization of the biogas simulation significantly, i.e.,
the optimization is more effective and efficient (Bartz-Beielstein, 2006).

G-2 Realizing a very significant execution time decrease without any loss of solution quality by tuning a
CI algorithm found by G-1.

4 CI algorithms

The algorithms from optimization layer (L.3) are presented in this section.

4.1 Genetic Algorithm

The GA examined in this comparison is based on the implementation of the genetic algorithm and direct
search (GADS) toolbox from Matlab. The algorithm is started with exactly the same parameters that were
used by Wolf et al. (2008). They are shown in Table 1.

4.2 Particle Swarm Optimization

PSO was the second CI algorithm investigated by Wolf et al. (2008). The PSO is an implementation
available as free toolbox for Matlab (Birge, 2006). The best parameters found and discussed before are
listed in Table 1.

4.3 CMA-Evolution Strategy

The Matlab implementation of the covariance matrix adaptation evolution strategy (CMA-ES) from Hansen
(2009) was used in our experiments. The default parameters for the CMA-ES are defined as shown in Ta-
ble 2.

4.4 Differential Evolution

Finally, we added differential evolution (DE) to our CI algorithm portfolio (Price et al., 2005). Here, the
Matlab implementation available from Price and Storn (2010) was chosen. The parameter settings used to
start the optimization lead to a setting that is used for small population size and fast convergence. According



Table 1: GA and PSO Parameter Settings

GA parameter value
number of generations 200
population size 60
probability of crossover 0.7
crossover strategy intermediate

mutation strategy
selection strategy

adaptive feasible
elitism + stochastic uniform

PSO parameter

value

number of particles
number of iterations
personal best influence
global best influence
initial inertia weight
final inertia weight

30
400
2

2
0.9
0.6

Table 2: CMA-ES and DE Parameter Settings

CMA-ES parameter value
sigma0 3
popsize 30
DE parameter value

strategy
population size
crossover rate
step-size weight

DE/best/1 with jitter
30

1

0.8




to recommendations for this scenario, population size should be ten times the dimension of the problem.
Crossover rate and step-size weight were set to their default values, see Table 2.

Whereas GA and PSO were chosen to enable a comparison with existing results, the CMA-ES and DE
were chosen because of their good performance in the CEC 2005 comparison of evolutionary algorithms on
a benchmark function set (Hansen, 2005). The CMA-ES was chosen as state of the art algorithm and best
in the benchmark. To have a qualifying comparison the second of the benchmark tests in Hansen (2005),
i.e., DE, is included in our comparison.

S Experiments: Setup and Results

5.1 Considering Parameter Settings

Parameter settings can influence the performance of algorithms significantly. To avoid misinterpretation of
results from comparisons caused by wrongly parametrized algorithms, we compare results from runs with

e default parameter settings and
e improved (tuned) parameter settings.

Note, these parameter settings refer to layer L3 from Fig. 1. SPO was used to tune these parameters. It is a
flexible and general framework which can be applied in many situations. The related foolbox (SPOT) was
developed over recent years by Thomas Bartz-Beielstein, Christian Lasarczyk, and Mike Preuss (Bartz-
Beielstein et al., 2005). The main purpose of SPOT is to determine improved parameter settings for
optimization algorithms to analyze and understand their performance. SPOT was successfully applied
to numerous optimization algorithms, especially in the field of evolutionary computation, e.g., evolution
strategies, particle swarm optimization or genetic programming. It was applied in various domains, e.g.,
machine engineering, the aerospace industry, bioinformatics, CI and games as well as in fundamental
research (Beume et al., 2008; Henrich et al., 2008; Lucas and Roosen, 2009; Preuss et al., 2007; Fialho
et al., 2009; Fober et al., 2009; Stoean et al., 2009; Hutter et al., 2010).

During the first stage of experimentation, SPOT treats the algorithm A from layer L3 as a black box.
A set of input variables, say &, is passed to A. Each run of the algorithm produces some output, §. SPOT
tries to determine a functional relationship F' between & and 3 for a given problem formulated by an fitness
function f : @ — ¥. Note, the fitness function values are generated in layer L2. This situation can be
described as follows:

L2: Fitness function: -5 U, )
L3: Algorithm: L i, (3)

where ' is the set of (simulated) substrate mixtures, ¥ the best substrate mixture found in a certain run of
the optimization algorithms from layer L3, @ the (simulated) substrate mixture, and ¢ results generated by
one run of the ADM1 biogas simulator (L.2) which is used in Eq. 1 to determine the fitness value f.

We will classify elements from Eq. 2 and Eq. 3 in the following manner:

1. Variables that are necessary for the algorithm (from layer L3) belong to the algorithm design, whereas

2. variables that are needed to specify the optimization problem f (from layer L2) belong to the problem
design.

Residing on layer L4, SPO employs a sequentially improved model to estimate the relationship between
values from the algorithm design and the corresponding output. This serves two primary goals. One is
to enable determining good parameter settings, thus SPOT may be used as a tuner. Secondly, variable
interactions can be revealed that help to understand how the tested algorithm works when confronted with
a specific problem or how changes in the problem influence the algorithm’s performance. Concerning the
model, SPOT allows for insertion of virtually every available model. However, regression and Kriging
models or a combination thereof are most frequently used. Here, we employ a recently developed Kriging
approach which is able to cope with stochastically disturbed input values (Bartz-Beielstein, 2010).
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Figure 2: Fitness (see Eq. 1) plotted versus number of function evaluations. Results from the GA and
PSO runs which are taken as reference algorithms in our study. PSO and GA required 12,000 function
evaluations.
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Figure 3: Fitness (see Eq. 1) plotted versus number of function evaluations. Results from experiment E-1.
Same setting as in Fig. 2, but only 2,000 function evaluations. DE and CMA-ES included in the set.

5.2 Comparable Simulation Results

Results from Wolf (2005) and Wolf et al. (2008) are not directly comparable to results from our study,
because the calibration of the ADMI biogas simulation model used for the evaluation changed in the
meantime. These modifications were caused by adaptations of the ADM1 model (layer L2) to real behavior
(layer L1) and led to an improvement of the calibrations from Wolf (2005) and Wolf et al. (2008). Therefore
the simulation runs were repeated with the new calibrations to generate comparable simulation results and
fitness values.

The fitness function evaluation, which is performed in layer L2, is the same for all algorithms in this
comparison. Each configuration is evaluated 10 times with different seeds to avoid interpretations that were
disturbed by noise. 10 is a small figure, but the evaluation time is about 10 seconds for each evaluation on
an actual workstation, so it is considered a good compromise with statistically soundness and manageable
in a reasonable time. All conclusions made in this research are based on a repetition of the settings with 10
different seeds usually presented as a mean value as long as the standard deviation is not significant.

The validation of the results had to be done with 12,000 fitness evaluations, i.e., ADM]1 simulator runs.
The results depicted in Fig. 2 show a faster convergence of the GA.

However, after 2,000 function evaluations, GA is outperformed by PSO. The 10 repeats of the GA
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Figure 4: Experiment E-1: Boxplots comparing the performance of PSO (1), GA (2), CMA-ES (3), and
DE (4). Each algorithm was run ten times with different random seeds. Smaller values are better. Note,
data from CMA-ES (3) and DE (4) are also shown in Fig. 6

reach a mean value of 1.86 for this minimization task, whereas PSO finds a value of 1.83. Taking 12,000
function evaluations into account, Wolf et al. (2008) concluded that PSO performs better than GA.

5.3 Searching for Improved Algorithms

Now that comparable results for PSO and GA are available, we start runs with state-of-the-art CI algo-
rithms. This leads to the following experiment.

E-1: Comparison of CMA-ES and DE with default parameter settings to GA and PSO with parameter
settings used by Wolf et al. (2008).

Results from this experiment are shown in Fig. 3. The fitness values delivered from CMA-ES and DE
show initially a faster convergence than PSO. Even more, they lead after 1,200 evaluations to fitness values
considerably better than both GA and PSO. The value reached by CMA-ES after 1,200 evaluations remains
constant throughout the next 10,000 evaluations. Therefore, CMA-ES and DE required one tenth of the
simulation time used by GA and PSO. They obtained even better results than GA or PSO with a reduced
number of function evaluations as can be seen in Fig. 4. In order to define a good compromise between
robustness of the results and manageability in time a number of 2,000 function evaluations was considered
to be sufficient for the biogas simulation runs.

Since goals G-1 and G-2 have been reached at this stage of experimentation, we decided to perform
further experiments which might lead to additional improvements.

5.4 Tuning DE and CMA-ES with SPOT

SPOT provides methods to determine improved parameters for algorithms such as DE and CMA-ES. For
this examination the number of calls of each set of parameters was decreased to ¢,,,, =1,000 fitness
evaluations only. To reduce the time for these evaluations, the simulation model was called with a reduced
number of days (50 days). Note, that this is just an approximation to the final ADM1 simulation and hence
optimization algorithm value. The best parameters found for an optimization algorithm is used to run the
algorithm ten times with a full simulation period of 500 days.

The second experiment from our study can be formulated as follows:

E-2 Determine an improved parameter setting for DE.

DE has a set of six strategies implemented in Matlab. These should be treated as categorical values, say
A, B, C, ... F. One possible, but inefficient way for numerical optimization algorithms to cope with



Table 3: DE Parameter Settings for SPOT

DE Parameter Region of Interest  Best found
popsize 5..50 29
crossover ratio 0.0..1.0 0.83
step-size weight  0.0..2.0 0.55

Table 4: CMA-ES Parameter Settings for SPOT
CMA-ES Parameter Region of Interest Best found

nparents 1..10 4
popsize 2..100 12
tees 0.0..0.9 0.24
damps 0.0..5.0 1.58

categorical variables is to treat these variables as numerical variables. Alternatively, separate runs for each
level of the categorical variable can be performed, which is also computationally expensive. SPOT offers
an efficient way to handle this problem, because it provides several optimization tools which can be applied
to numerical and nonnumerical variables. We performed a two-stage SPOT approach here.

1. During the first stage, categorical variables are included in SPOT’s region of interest (search space).
To cope with nonnumerical values, a tree-based approach was chosen for building SPOT’s prediction
model.

2. The second stage uses the best setting of the categorical variable which was determined in the first
phase, e.g., strategy C'. Here, numerical parameters are optimized by SPOT.

In our experiments, a first SPOT run was performed in order to determine the best DE strategy. The
strategy “DE/best/1 with jitter” was identified. Note, this was the same strategy which was used already in
the first comparison, i.e., experiment E-1. Then this strategy was investigated to find the best parameters
for by SPOT. Therefore SPOT was started 60 times with a complete DE run. As a sum we had 60,000
evaluations to find better parameter settings for the DE. The parameters identified that could be adapted are
shown in Table 3. The results will be shown together with the next experiment in Fig. 5.

E-3: Determine improved parameter settings for the CMA-ES.

In contrast to DE, CMA-ES does not require a two-stage approach, because it does not use categorical
variables. So CMA-ES can be optimized by SPOT right away. The runs were also started 60 times which
gives a total number of 60,000 evaluations to determine the parameter settings.

Figure 5 illustrates results from CMA-ES and DE with default and tuned parameters. Since these
algorithms reach nearly optimal values after ¢,,,, = 1,000 function evaluations, we reduced t,,,, to
1,000. Note, results for algorithms with default parameter settings for ¢,,,, = 2,000 were shown in
Fig. 3. Obviously, the SPOT tuned algorithms did not find better results than algorithms with default
parameter settings. Boxplots which illustrate results from ten runs of each algorithm are shown in Fig. 6.
However, results from experiments E-2 and E-3 indicate that SPOT was able to improve the efficiency of
the algorithms, i.e., they converge faster to the (local) optimum. This observation motivated an additional
experiment, which will be described in the following section.

5.5 SPOT and CMA-ES Hybridization

It might be interesting to see if SPOT is able to improve the efficiency of the optimization algorithms.
Efficiency is related to the question: Does the algorithm produce the desired effects without waste (Bartz-
Beielstein, 2006)? Superfluous function evaluations are considered as waste in this context.



2.1 :
- - =DE
o T RERREEE CMA-ES
2.051n|~ CMA-ES SPOT|]
- DE SPOT
2 -
(2]
[%]
2 1.95f
&
1.9t
1.85}
1.8 : : : :
0 200 400 600 800 1000

Function evaluations

Figure 5: Results from experiments E-2 and E-3. Comparison default to SPOT tuned DE and CMA-ES
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Figure 7: Fitness (see Eq. 1) plotted versus number of function evaluations. Results from the different
SPOT tuned CMA-ES versus untuned CMA-ES and DE for the first 200 evaluations

Table 5: Experimental setup for E-1 to E-4

E-1 E-1 E-2 E-3 E-4

GA DE
PSO CMAES DE CMAES CMAES
spot budget - - 50 50 5
spot tmaz - - 1000 1000 200
tmas 12000 2000 2000 2000 1000
repeats 10 10 10 10 10

To enable a fair comparison, a total number of 2,000 function evaluations, i.e., simulator runs from
layer L2, are allowed in this experiment, which can be specified as follows:

E-4 Use 50% of the available function evaluations for algorithm tuning and perform the algorithm run
with the other half.

The budget of 2,000 function evaluations was split into 1,000 evaluations assigned to SPOT and 1,000
for a final CMA-ES run. SPOT uses five runs of the algorithm (layer L3) to estimate the algorithm’s
performance. Each run requires 200 simulator runs (from layer L2), which results in 5 x 200 = 1, 000 runs
of the simulation model. Based on these five runs a meta-model is generated. The meta-model is used to
determine an improved algorithm parameter setting (CMA-ES200), which is used for one long algorithm
run (1,000 runs of the simulator). Altogether 5 x 200 + 1,000 = 2, 000 simulator runs are required. This
method can be considered as a hybrid approach, because two optimization strategies are combined.

Figure 7 compares results from the CMA-ES200 with results from the other algorithms of this study. It
can be seen that CMA-ES200 performs better than the default CMA-ES. Its performance is comparable to
the CMA-ES1000 (where 1,000 evaluations were allowed during the tuning process, see Sec. 5.4).

However, if CMA-ES200 is run for 1,000 function evaluations, the situation changes: the other algo-
rithms perform significantly better than the CMA-ES200. One possible explanation for this behavior may
be the fact that CMA-ES was tuned for 200 function evaluations. Figure 8 illustrates these results.

Table 5 summarizes the experimental setup for E-1 to E-4: spot budget denotes the number of algorithm
runs from L3, which is used during the SPOT tuning process; spot tax 1S the number of fitness function
evaluations from L2 used by the algorithm during the SPOT tuning process, tmax is the number of fitness
function evaluations from L2 used during the optimization runs, and repeats denotes the number of repeats
used in the comparison. Note, a two-stage approach was used for E-2. For the first stage, which was
performed as a SPOT tuning of the categorical variables, a budget of 25 algorithm runs from layer L3 with
tmaz = 1000 fitness function evaluations from layer L2 were chosen.

11
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Figure 8: Fitness (see Eq. 1) plotted versus number of function evaluations. Same setting as in Fig. 7, but
focused on the progress made in the last 900 evaluations of the run.

Table 6: Pairwise comparisons using t tests with non-pooled SD, p value adjustment method: Holm.
CMAES+ and DE+ denote the SPOT tuned versions of CMA-ES and DE, respectively

CMAES CMAES+ DE DE+ GA
CMAES+ 1.00000 - - - -
DE 1.00000  1.00000 - - -
DE+ 0.24582  1.00000 0.52958 - -
GA 0.00010  0.00010 0.00010  0.00010 -
PSO 0.01716  0.01716 0.01716  0.01716  0.50775

5.6 Multiple Comparisons

In addition to the graphical comparisons shown in Figs. 4 and 6, we performed a statistical analysis of the
data from experiments E1-E-4, see Table6. We calculated pairwise comparisons between group levels with
corrections for multiple testing (Holm, 1979). The tests were performed without using a common pooled
standard deviation, because we do not assume equal variance for all groups, i.e., algorithms. Results from
this analysis are in accordance with conclusions drawn from the boxplots: For example, GA performs
worse than CMA-ES (p value 0.0001), and PSO and GA show no statistically significant difference in their
performances (p value 0.50775).

6 Discussion

Results from experiment E-1 clearly demonstrate that CMA-ES and DE were able to obtain optimal results
significantly faster than PSO and GA. Thus, goals G-1 and G-2 were reached. This result is a valuable
indicator that results from the CEC 2005 test suite (Hansen, 2005) can be transferred to real-world settings.

Experiments E-2 and E-3 indicate, that no significant further improvement can be obtained for this
setting, even if parameter tuning methods are used. DE and CMA-ES were able to reach the basin of
attraction of the optimization of the biogas simulation problem with their default parameterizations.

Furthermore, we assume that the instance of the biogas simulation problem considered in this study has
a local minimum (with a fitness function value close to 1.8). This implies that there is not much space for
improvement which can be exploited by the tuning algorithm, e.g., SPOT.

The analysis of one algorithm run may give some further insight. Figure 9 illustrates the proportion of
the substances which are the input to the simulation model from layer L2.

Only marginal improvements can be observed after 500 function evaluations—the proportions remain
constant. A contour plot of the fitness landscape supports this assumption, see Fig. 10. There is a large
diagonal basin of attraction.

12



Object Variables (3-D)

10
Rye=8.66
- Man=6.97
5
\
-, CCM=1.51
2 b -, < ~.v L 4
0 L L L
0 500 1000 1500 2000

Function evaluations

Figure 9: Development of the best individual throughout one complete run. The proportion of substances
of the mixture during a run of CMA-ES is illustrated. The amount in m? of pig manure (Man), corn-cob
mix (CCM), and rye (Rye) is plotted for the best individual found at each evaluation step.

0 5 10
1 1 1 — 16

- 15

N Q |l
n- BNl
R |
s U V!
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with the slider on top of each panel. Optimal fitness function values are located along the main diagonal.
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Results from experiment E-4 indicate that the parameter tuning process depends on the prespecified
number of function evaluations, i.e., the computational budget t,,,,. An algorithm tuned for, say ¢,,4, =
200, might perform worse if ¢, is increased (or decreased). This observation needs further investigations,
because it is based on one optimization (via simulation) problem only.

7 Summary and Outlook

The results of the optimization runs with different algorithms showed that both, CMA-ES and DE, might be
very well applicable to the problem of biogas plant optimization. Both algorithms largely outperform the
reference algorithms GA and PSO. Further investigations on real world driven constraints can be included
easily to reach fast responses to a changing environment.

Further improvements in quality and speed by tuning the algorithms with SPOT could not be observed
to a significant extent. Nevertheless the SPOT tuned algorithms show a significant correlation to the
number of fitness function they were tuned with. A behavior that should be subject to further investigation.

Answering requests from biogas industry, we will consider extensions of the fitness function (Eq. 1),
e.g., by including additional substrates. Effects of theses extensions on the performance of the CMA-ES
and DE are subject of further research.
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